Abstract—The periodic task model has been widely used in real-time systems due to the periodic behavior of many applications or periodic observation patterns of environmental events as in control applications. While the tasks of some applications have inherent values for periods, many can be defined via ranges of acceptable values. The designer choice of period values has consequences w.r.t. to utilization of the task set and the resulting hyperperiod. Harmonic task sets are favored, e.g., for their polynomial-time worst case response time analysis or their small hyperperiods, which is of major concern e.g., for hypervisors used in virtualization or time triggered systems.

In this paper we present a model to describe harmonic relations between ranges of period values, rather than single numbers only. We derive sufficient conditions for the existence of a linear-time solution, as well as a graph representation for the relations between period ranges. We provide utilization bounds of each resulting harmonic range, giving the designer flexibility to select a harmonic task set with high or low utilization. The tightness of the bounds as well as efficiency of our period assignment algorithms have been evaluated by synthetic experiments via system utilization and feasibly constructed harmonic task sets.

I. INTRODUCTION

The periodic task model has been widely used in real-time systems due to periodic behavior of many applications or periodic observation patterns of environmental events as in control applications. Often, deadlines are considered implicit, i.e., as long as the periodic behavior is guaranteed, certain levels of safety and/or quality of service (QoS) are satisfied [1]. In such systems, there is usually a trade-off between period and QoS level which is addressed by providing a range of periods for the tasks representing the applications.

A large number of real-time scheduling algorithms have been presented for periodic tasks, such as the earliest deadline first (EDF) and rate monotonic (RM) [2]. The exact schedulability analysis of RM is an NP-complete problem [3] unless the periods are harmonic (simply periodic) [4], i.e., each period is an integer multiplier of the smaller periods. According to [5] and [6], in systems with a large number of tasks or tasks with period ranges, finding harmonic relations between periods has pseudo-polynomial computational complexity and highly depends on the largest period value. When the utilization of the system is taken into account, this problem becomes more complicated since period assignment affects system utilization and may make the system even infeasible.

Harmonic periods have been demanded in a large spectrum of industrial real-time applications such as avionics, submarines, and robotics ([7], [8], [9], [10]) as well as control systems with nested feedback loops [11]. RM can schedule harmonic tasks up to 100% utilization [4], the worst-case response-time (WCRT) of the tasks can be found in polynomial-time [12]. Task sets with harmonic periods have small hyperperiods [13], [5], which is a major concern for hypervisors in virtualization [14] or time triggered systems [15].

In this paper we consider periodic task sets with ranges for the periods of individual tasks. The basic contribution of the work is the derivation of a model to describe harmonic relations between ranges of period values, not between discrete numbers. We mean that we find sub-intervals within given period ranges of the task set which are in harmonic relations with each other. To find those sub-intervals, the task set is represented by a graph which is based on the existence of harmonic relations between period ranges. Using this graph, it is also possible to construct customized harmonic relations, e.g., periods which are 2 times of the smaller period, by restricting non-favorable multipliers.

We derive sufficient conditions for the existence of a linear-time solution as well as the utilization bound of each resulting harmonic range, giving the designer flexibility to select a harmonic task set with high or low utilization, e.g., having high system utilization for maximizing quality of control [1] or QoS [16]. These bounds also help designers to try different period ranges when a desired solution cannot be found due utilization constraints.

In this paper we provide a theoretical framework allowing designers to change input period ranges such that a feasible harmonic relation and respective utilization bound is achievable. At the same time we provide means to construct customized period relations (which is useful for applications such as dwell tasks in Radars [9]). Using that graph, any given set of preferences for the relation between periods can be provided by pruning the edges. On the other hand, while finding harmonic periods for the task set is generally a problem with pseudo-polynomial complexity, we provide sufficient conditions for the existence of a linear-time solution.

Previously, Han and Tyan [4] have presented an algorithm called $\mathcal{S}$ to map the original periods to the largest artificial harmonic periods which are smaller than the original ones by
an algorithm called Sr. Their goal was to analyze schedulability of the system; if all tasks could map to the artificial periods while the utilization is not more than 1, the RM schedulability is guaranteed. In Sr algorithm, artificial periods are powers of 2. In [17], harmonic deadlines have been created using least common multipliers (LCM) of the previous tasks, to verify schedulability of the systems with deadlines larger than periods. In these studies, period ranges are not considered, and also tasks are executed by their original non-harmonic periods. On the other hand, [18] and [9] used artificial harmonic periods created by [4] methods instead of original periods of the tasks in Radar systems. In [18], they also tried to find minimum number of harmonic chains, i.e., subsets of tasks with harmonic relations, thus the focus of [18] was not totally on fully harmonic task sets. Also in [19], Sr algorithm has been applied to find partitions of tasks with harmonic periods for multiprocessor scheduling. However, none of these contributions considers ranges of periods.

There have been other studies to assign periods to the tasks from given period ranges to satisfy other objectives such as maximizing quality of control as in [1] and [20]. However these works are not based on extracting harmonic periods, nor do they provide utilization bound of the given solution for the designers. For example, by period transformation method introduced in [21] it is possible to reserve the processor for a task which may have nondeterministic release times in a periodic fashion. Although this model has capability to transform periods, it has never been used to construct harmonic periods. Also tasks are not assumed to have period ranges.

The closest contribution to the one presented here is [5] which aims at minimizing hyperperiods. They use integer multipliers of each period range to find an intersection between all period ranges, which is the hyperperiod. They noticed that intervals generated by multiplying an integer number by a period range, become wider and wider until they overlap. We also considered this situation. Although it is not possible to use their method to obtain harmonic periods, they were among the firsts to consider period ranges. They did not consider utilization of the tasks during the period assignment phase as they assumed period ranges are short and the utilization is not changed by considering different periods for the tasks. They present one condition to bound the hyperperiod value, while we present 2 more to check the existence of tighter bounds for that, e.g., the cases were period ranges or multipliers of them, totally cover period range of another task. Finally, their performance to find a solution is pseudo-polynomial and is highly dependent on the given period ranges while we present conditions for which the problem is solvable in linear-time.

The reminder of the paper is organized as follows: Sect. II introduces the system model. Sect. III presents a model to derive harmonic relations. A graph representation of the harmonic relations in the task set is presented in Sect. IV and we show how it is possible to derive harmonic relations in the task set. In Sect. V, utilization bounds of a solution has been derived and two greedy period assignment algorithms are introduced. Sect. VI presents experimental results and finally the paper is concluded in VII.

II. SYSTEM MODEL

We consider a single processor system and hard real-time task set \( \tau = \{\tau_1, \tau_2, \ldots, \tau_n\} \) with \( n \) independent tasks. Each task is identified by \( \tau_i = (c_i, T_i^{\text{min}}, T_i^{\text{max}}) \), where \( c_i \) is the worst-case execution time (WCET), and \( T_i^{\text{min}}, T_i^{\text{max}} \in \mathbb{R}^+ \) are the minimum and the maximum values for period of task \( \tau_i \) which are given by the designer. It is assumed that tasks are indexed according to the starting point of the period ranges, i.e., \( T_i^{\text{min}} \leq T_j^{\text{min}} \), \( 1 \leq i < n \). Also tasks have no release-offset and they assumed to have periodic behavior with implicit deadline which is equal to their period. As mentioned before, many of the control applications as well as multimedia applications have such property.

The goal of the paper is to assign one period value \( T_i \) for each task \( \tau_i \), \( 1 \leq i \leq n \) such that the task set become harmonic, i.e., \( T_j = k_j \times T_{j-1} \) for \( 1 < j \leq n \) where \( k_j \in \mathbb{N}^+ \) is an integer number greater than or equal to 1.

III. A MODEL TO DESCRIBE HARMONIC RELATIONS BETWEEN PERIOD RANGES

In this section, we verify the existence of harmonic relations between two or more period ranges which will be referred as interval in this section, and discuss the complexity of finding such relations in general. The results will be used in the next sections to construct fully harmonic task sets.

As the first step, we define a harmonic relation between two intervals \( I_1 \) and \( I_2 \) which are known by their start and end values as \( [I_1^s, I_1^e] \) and \( [I_2^s, I_2^e] \). A harmonic relation between \( I_1 \) and \( I_2 \) exists if it is possible to find \( t_1 \in I_1 \) and \( t_2 \in I_2 \) such that \( \frac{t_2}{t_1} \in \mathbb{N} \).

We define a projected harmonic zone as:

**Definition 1.** The projected harmonic zone \( \chi^a_{I_1 \to I_2} : [X^s, X^e] \) from interval \( I_1 \) to \( I_2 \), \( I_1^s \leq I_2^s \), with multiplier \( a \in \mathbb{N}^+ \), is a range of numbers in \( I_2 \) that starts from \( X^s = \max\{I_2^s, aI_1^s\} \) and ends to \( X^e = \min\{I_2^e, aI_1^e\} \), and for any \( t_2 \in I_2 \) there exists at least one \( t_1 \in I_1 \) such that \( \frac{t_2}{t_1} \in \mathbb{N} \).

The following theorem presents the necessary conditions for existence of harmonic relation between two intervals.

**Theorem 1.** The necessary condition for the existence of any harmonic relation between two intervals \( I_1 \) and \( I_2 \), \( I_1^s \leq I_2^s \), is that either \( \lfloor \frac{I_2^e}{I_1^e} \rfloor \leq \lfloor \frac{I_2^s}{I_1^s} \rfloor - 1 \), or \( \lfloor \frac{I_2^e}{I_1^e} \rfloor = \lfloor \frac{I_2^s}{I_1^s} \rfloor \) is true. Otherwise there will be no harmonic relation between any two possible numbers in \( I_1 \) and \( I_2 \), and hence, for any arbitrary \( a \in \mathbb{N}^+ \), \( \chi^a_{I_1 \to I_2} = \emptyset \).

**Proof.** To prove the theorem we show that if none of the two conditions hold, there is not any integer multiplier such as \( a \in \mathbb{N}^+ \) that constructs a projected harmonic zone from \( I_1 \) to \( I_2 \). For this aim, we calculate \( a^* = \max\{\lfloor \frac{I_2^e}{I_1^e} \rfloor, 1\} \) which is the largest possible integer multiplier for \( I_1 \) that if it is multiplied by \( I_1^e \) (the largest value in \( I_1 \)), the result is still smaller than \( I_2^e \). Fig. 1 shows \( a^* \) with respect to the intervals. As it can be seen in the figure, for any integer value \( a < a^* \), there is no harmonic zone from \( I_1 \) to \( I_2 \) since \( aI_1^e < a^* I_1^e \leq \lfloor \frac{I_2^e}{I_1^e} \rfloor I_1^e \leq I_2^e \). On the
other hand since \( a^* = \max\{\frac{|I_1^e|}{|I_1^s|}, 1\} \), we have \((a^* + 1)I_1^s \geq I_2^s \) and hence, multipliers greater than \( a^* \) may have chances to produce projected harmonic zones on \( I_2 \). However, if for the next integer multiplier, i.e., \( a^* + 1 \), the minimum possible value which can be created from \( I_1 \), is bigger than \( I_2^s \), there is no harmonic relation that can be projected from \( I_1 \) to \( I_2 \). In other words, if we have \((a^* + 1)I_1^s > I_2^s \) which means that \( \frac{|I_2^i|}{|I_1^i|} > \frac{|I_2^s|}{|I_1^s|} - 1 \), there is no chance of creating harmonic zones from \( a^* + 1 \), \( a^* + 2 \) and so on. Also since according to our assumption, \( \frac{|I_2^i|}{|I_1^i|} \neq \frac{|I_2^s|}{|I_1^s|} \), there is no harmonic relation between the smallest value of \( I_1 \) and the biggest value of \( I_2 \) with multiplier \( a^* + 1 \). Thus the proof has been completed and as long as none of the necessary conditions holds, projected harmonic zone \( \chi_{I_1 \rightarrow I_2} \) is empty for any \( a \in \mathbb{N}^+ \).

When two intervals \( I_1 \) and \( I_2 \), \( I_1^s \leq I_2^s \), have intersections, i.e., \( I_2^s \leq I_1^s \), we have \( \frac{|I_2^s|}{|I_1^s|} = 0 \). As a result, \( \frac{|I_2^s|}{|I_1^s|} \leq \frac{|I_2^s|}{|I_1^s|} - 1 \) because \( 0 \leq \frac{|I_2^s|}{|I_1^s|} - 1 \).

As shown by Fig. 1, if conditions of Theorem 1 hold, there will be a set of multipliers which can project interval \( I_1 \) to some subintervals of interval \( I_2 \). The following definition describes a set of harmonic multipliers between two intervals.

**Definition 2.** For two intervals \( I_1 \) and \( I_2 \), \( I_1^s \leq I_2^s \), the set of harmonic multipliers is defined as \( A_{I_1 \rightarrow I_2} = \{a_1, a_2, \ldots, a_z\} \) where \( a_1 = \lfloor \frac{|I_2^i|}{|I_1^i|} \rfloor + 1, a_2 = a_1 + 1, a_3 = a_2 + 1, \ldots, a_z = \lfloor \frac{|I_2^i|}{|I_1^i|} \rfloor \).

If \( \lfloor \frac{|I_2^i|}{|I_1^i|} \rfloor \in \mathbb{N}^+ \), we define \( a_1 = \lfloor \frac{|I_2^i|}{|I_1^i|} \rfloor \).

**Lemma 1.** Definition 2 defines all possible integer multipliers between two intervals \( I_1 \) and \( I_2 \), \( I_1^s \leq I_2^s \).

**Proof.** We show it is not possible to find integer multiplier \( b \in \mathbb{N} \), where \( b < a_1 \) or \( b > a_z \) such that \( \chi_{I_1 \rightarrow I_2} \neq \emptyset \). In other words, it is not possible to use \( b \) for projecting \( i_1 \in I_1 \) to \( i_2 \in I_2 \) with harmonic relation \( i_2 = b \times i_1 \). For this aim, we consider the minimum and maximum values of \( I_1 \) to create a possible range for \( i_2 \) as \([bI_1^s, bI_1^e]\), then in the following steps we show that this bound has no intersection with \( I_2 \), and hence, such \( i_2 \) does not exist. In the first step we assume \( b > a_z \), thus \( b > \frac{|I_2^i|}{|I_1^i|} \) which means that \( b \geq \frac{|I_2^s|}{|I_1^s|} + 1 \). Now according to the bounds of \( i_2 \) we have:

\[
i_2 \in \left(\left(\frac{|I_2^s|}{|I_1^s|} + 1\right)I_1^s, \left(\frac{|I_2^i|}{|I_1^i|} + 1\right)I_1^i\right)
\]

(1)

However, because of the fact that \( \frac{|I_2^s|}{|I_1^s|} + 1 > \frac{|I_2^i|}{|I_1^i|} \), we can deduce that \( \left(\frac{|I_2^s|}{|I_1^s|} + 1\right)I_1^s > I_2^s \), which means that the intersection of (1) and \( I_2 \) is empty. In the second case we assume \( b < a_1 \). We consider two cases; \( I_1^s = I_2^s \) and \( I_1^s < I_2^s \). In the first case, because of Definition 2, \( b \) has to be 0, which is impossible because \( b \) has to be greater than 0 to produce positive projections. The second case can be directly proven by the definition of \( a_z \) in Theorem 1 because \( \frac{|I_2^i|}{|I_1^i|} \) is the largest integer multiplier that if it is applied on \( I_1^s \), the result still will be smaller than \( I_2^s \) since \( \frac{|I_2^i|}{|I_1^i|} \leq \frac{|I_2^s|}{|I_1^s|} \).

From Lemma 1, we can conclude that if \( A_{I_1 \rightarrow I_2} = \emptyset \), there is no harmonic multiplier between the two intervals. We denote the set of all harmonic relations between the two intervals by \( \chi_{I_1 \rightarrow I_2} \) and it is a set of all projected harmonic zones \( \chi_{I_1 \rightarrow I_2}, \chi_{I_1 \rightarrow I_2}, \ldots, \chi_{I_1 \rightarrow I_2} \) where \( a_1 \) to \( a_z \) are defined by Definition 1.

One of the results of Lemma 1 is that if instead of integer multipliers, we search for integer divisors from \( I_2 \) to \( I_1 \) and try to find subintervals of \( I_1 \) which are covered by integer divisors of \( I_2 \), still there will be no harmonic relation which cannot be generated by the multiplier set \( A \) defined in Definition 2. In other words, \( \chi_{I_1 \rightarrow I_2} \) covers all possible harmonic relations of two intervals \( I_1 \) and \( I_2 \) regardless of the order of the intervals. This important outcome is concluded in the following corollary.

**Corollary 1.** For two intervals \( I_1 \) and \( I_2 \), \( I_1^s \leq I_2^s \), all possible pairs of \( i_1 \in I_1 \) and \( i_2 \in I_2 \) which have harmonic relation with each other can be covered by at least one harmonic multiplier in \( A \) according to Definition 2.

**Proof.** To prove this claim we consider two cases; \( I_1^s < I_2^s \) and...
In the first case, the only possible set of harmonic relations can be obtained by finding integer divisors which map some values of \( I_2 \) to some values of \( I_1 \). Each integer divisor from \( I_2 \) to \( I_1 \) is in fact an integer multiplier from \( I_1 \) to \( I_2 \), which is considered in set \( A \) of multipliers because of Lemma 1. The only chance that there might be new integer multipliers from \( I_2 \) to \( I_1 \) is when these two intervals have intersections. This situation has been considered in the second case where \( I_1^* \geq I_2^* \). However, since in that case, \( a_1 = \left\lfloor \frac{I_1^*}{I_2^*} \right\rfloor + 1 = 1 \), we can see that the intersection \([I_2^*, I_1^*]\) is also covered by \( A \) with multiplier 1. Hence, the order of the intervals does not affect the existence of harmonic relations between the intervals which are defined by \( \chi_{I_1 \rightarrow I_2} \).

In the next step we extend the definition of harmonic relations to set of \( m \) intervals.

**Definition 3.** For the set of intervals \( I_1, I_2, \ldots, I_m \), harmonic relation \( \chi_{I_1 \rightarrow I_2 \rightarrow \cdots \rightarrow I_m} \) exists if it is possible to find \( i_1 \in I_1, i_2 \in I_2, \ldots, i_m \in I_m \) such that \( \frac{i_2}{i_1} \in \mathbb{N}, \frac{i_3}{i_2} \in \mathbb{N}, \ldots, \frac{i_m}{i_{m-1}} \in \mathbb{N} \).

Since in Definition 3, the value \( i_j \in I_j, 1 < j \leq m \) can be constructed from multiplying an integer number by \( i_{j-1} \in I_{j-1} \), according to Lemma 1 it has to belong to \( \chi_{I_{j-1} \rightarrow I_j} \). It gives us a hint about how we can verify the existence of harmonic relations between a set of intervals. Consider an example with 3 intervals \( I_1 : [11, 14], I_2 : [20, 49], \) and \( I_3 : [30, 40] \). To verify the existence of \( \chi_{I_1 \rightarrow I_2 \rightarrow I_3} \), we have to find \( \chi_{I_1 \rightarrow I_2} \). In this example we have \( \chi_{I_1 \rightarrow I_2} = [22, 28], \chi_{I_2 \rightarrow I_3} = [33, 42], \) and \( \chi_{I_1 \rightarrow I_3} = [44, 49] \). Then we can check the existence of projected harmonic zones between any of those zones and the target interval \( I_3 \) which leads to \( \chi_{I_3} = [33, 40] \).

As shown by Definition 2, there might be more than one multiplier between two intervals. The number of multipliers can be large depending on the input. For example for two intervals \( I_1 : [70, 72], I_2 : [140, 5039] \), there are 68 harmonic projected zones, 32 of them have no intersections \( \chi_{I_1 \rightarrow I_2}, \chi_{I_3 \rightarrow I_2}, \ldots, \chi_{I_{36} \rightarrow I_2} \) and 36 of them create a big continuous coverage of projected zones on the \( I_2 \) \( \chi_{I_1 \rightarrow I_2}, \chi_{I_3 \rightarrow I_2}, \ldots, \chi_{I_{36} \rightarrow I_2} \). Fig. 3 shows one symbolic example for such a verification process.

If \( \chi_{I_1 \rightarrow I_2} \) creates only one projected harmonic zone, existence of \( \chi_{I_1 \rightarrow I_2} \) can be verified in one step by calculating \( A_{\chi_{I_1 \rightarrow I_2}} \). The following lemma shows an important property about two continuous projected harmonic zones.

**Lemma 2.** If for two intervals \( I_1 \) and \( I_2 \), \( I_1^* \leq I_2^* \), two adjacent projected harmonic zones \( \chi_{I_1 \rightarrow I_2}^a \) and \( \chi_{I_1 \rightarrow I_2}^{a+1} \) for \( a \in A_{I_1 \rightarrow I_2} \), \( a_1 \leq a \leq a_2 \), are continuous (have non-empty intersections), all other projected harmonic zones \( \chi_{I_1 \rightarrow I_2}^b \) and \( \chi_{I_1 \rightarrow I_2}^{b+1} \) where \( b \in \{a, a+1, \ldots, a_2 - 1\} \) produce continuous intervals.

**Proof.** If \( \chi_{I_1 \rightarrow I_2}^a \) and \( \chi_{I_1 \rightarrow I_2}^{a+1} \) are continuous, \( aI_1^* \) which is the ending point of \( \chi_{I_1 \rightarrow I_2}^a \), should be greater than or equal to \((a + 1)I_1^* \), which is starting point of \( \chi_{I_1 \rightarrow I_2} \). Thus we have:

\[(a + 1)I_1^* \leq aI_1^* \Rightarrow (a + 1)I_1^* + I_1^* \leq aI_1^* + I_1^* \Rightarrow (a + 2)I_1^* \leq (a + 1)I_1^* \] (2)

As a result, the starting point of \( \chi_{I_1 \rightarrow I_2}^{a+2} \) is also greater than or equal to the ending point of \( \chi_{I_1 \rightarrow I_2}^{a+1} \), which means that they are continuous. This situation occurs for all other multipliers greater than \( a \).

It is important to mention that the existence of one continuous harmonic projected zone between pairs of intervals, does not necessarily confirm the existence of harmonic relations between all of them. For example assume \( I_1 : [50, 52], I_2 : [51, 60], \) and \( I_3 : [58, 63] \). Then \( \chi_{I_1 \rightarrow I_2} = [51, 52], \chi_{I_2 \rightarrow I_3} = [58, 60], \) but \( \chi_{I_1 \rightarrow I_3} = \emptyset \) since \( A_{I_1 \rightarrow I_3} = \emptyset \). It means that there will be no integer multiplier which is able to map some values of \( I_1 \) to \( I_3 \). As a result, \( \chi_{I_1 \rightarrow I_2 \rightarrow I_3} = \emptyset \).

**Definition 4.** Two intervals \( I_1 \) and \( I_2 \), \( I_1^* \leq I_2^* \) have a tight harmonic relation, denoted by \( \chi_{I_1 \rightarrow I_2} \), if \( \chi_{I_1 \rightarrow I_2} \) produces a continuous projected harmonic zone which covers any value from \( I_2^* \) to \( I_2^* \).

The following theorem defines the necessary and sufficient conditions of existence of tight harmonic relation between two intervals.

**Theorem 2.** Validity of at least one of the following conditions is a necessary and sufficient condition for the existence of a tight harmonic relation between two intervals \( I_1 \) and \( I_2 \), \( I_1^* \leq I_2^* \).

\[a_1(I_1^* - I_1^*) \geq I_1^* \] (3)

\[ \frac{I_2^*}{I_1^*} \leq I_2^* \] (4)

\[ I_2^* \leq I_1^* \] (5)

\[ a_1I_1^* \leq I_2^* \leq a_1I_1^* \] (6)
Proof. First we discuss sufficiency of these conditions. According to (3), $a_1 I_1^2$ which is the ending point of $\chi_{I_1 \rightarrow I_2}$, is greater than or equal to the starting point of the next harmonic zone at $(a_1 + 1) I_1^2$. Hence, because of Lemma 2 we know that all other harmonic projected zones are also continuous. On the other hand, condition (4) shows that the starting point of the second interval is large so that in all cases the projections produced from the first interval collide each other. For the proof we start by (3) thus we have $a_1 \geq \frac{I_1^2}{I_1^1}$, Also based on Definition 2, $a_1 = \lfloor \frac{I_1^2}{I_1^1} \rfloor + 1$ as a result we have:

$$\left\lfloor \frac{I_1^2}{I_1^1} \right\rfloor + 1 \geq \frac{I_1^2}{I_1^1} \geq \frac{I_1^1}{I_1^1 - I_1^2}$$

which can be easily simplified into (4). On the other hand, when condition (5) holds, $I_2 \leq I_1^1$ and since we already have $I_1^1 \leq I_2$, interval $I_1$ totally covers interval $I_2$ and $a_1$ becomes 1. Finally, if $A$ has only one multiplier, i.e., $a_1 = a_2$, there can be only one harmonic projected zone between $I_2$ and $I_1$. Consequently, the projected zone will be continuous. If $a_1 I_1^1 \leq I_2 \leq I_2 \leq a_1 I_1$, the resulting projected zone covers $I_2$.

For necessity of the conditions it is enough to show that if none of them hold, there will be no tight harmonic relation between the intervals. By such assumption we know those two intervals have no intersection (because of not having (5)), and the number of multipliers is more than 1 (because of not having (6)), and $I_2$ is not greater than the value from which all projected harmonic zones of $I_1$ will be continuous (because of not having (3) or (4)). Thus, if $A_{I_1 \rightarrow I_2} \neq \emptyset$, there will be at least one gap between the first and the second projected harmonic zones at $[a_1 I_1^1, a_2 I_1^1] \subseteq I_2$ which is not covered by $\chi_{I_1 \rightarrow I_2}$.

Conditions of Theorem 2 confirm existence of transitive closure property in harmonic projected zones. By this property, we can deduce existence of $X_{I_1 \rightarrow I_2}$ knowing $X_{I_1 \rightarrow I_2} \neq \emptyset$ and $X_{I_2 \rightarrow I_3} \neq \emptyset$. The reason is that existence of $X_{I_1 \rightarrow I_2}$ means that any value in $I_2$ can be obtained by an integer multiplier of $I_1$, also because of the existence of $X_{I_2 \rightarrow I_3}$, we know any value in $I_3$ can be produced by applying an integer multiplier from $I_2$. Now we can deduce that any value in $I_3$ is obtained by applying integer multipliers of $I_1$.

The coverage property of tight harmonic relations confirms the fact that if we have $X_{I_1 \rightarrow I_2 \rightarrow \cdots \rightarrow I_n}$ for $1 \leq j < n$ intervals, all values in those intervals can be in harmonic relations with each other, and hence, we can deduce existence of $X_{I_1 \rightarrow I_2 \rightarrow \cdots \rightarrow I_n}$.

Hereafter, we use set operator $X_{\{I_1, I_2\}}$ equivalently instead of $X_{I_1 \rightarrow I_2}$. Further to show that a harmonic or tight harmonic relation exists between set $S_i \subseteq \pi$ of the tasks, we simply use $\chi_{S_i}$ and $X_{S_i}$, respectively.

IV. EXTRACTING HARMONIC RELATIONS

In this section we show how it is possible to find harmonic relations in the task set. For this aim for each task $\tau_i, 1 \leq i \leq n$ we find sub-interval $I_i \subseteq [T_{i, \min}^{\pi}, T_{i, \max}^{\pi}]$ such that harmonic relation $\chi_{I_1 \rightarrow I_2 \rightarrow \cdots \rightarrow I_n}$ exists. In other words, the solution will not be one period value for each task but it will be a sub-interval from the original period range where for any arbitrary value in the interval $I_i$, it is possible to find values with harmonic relations from $I_1$ to $I_n$. In the next section we present a simple method to assign periods to the task such that the resulting task set has high or low utilization.

Based on the existence of harmonic zones between period ranges of two consecutive tasks, we define a graph $G : (V, E)$. In this graph, each vertex represents a continuous harmonic zone, and edges represent respective multipliers which are used to create those harmonic zones inside the period range of the next task. An example of the graph is shown in Fig. 4. In this graph, $v_{1,1}$ represents period range of task $\tau_1$. Based on the number of multipliers between $\tau_1$ and $\tau_2$, i.e., $A_{\tau_1 \rightarrow \tau_2}$, we will have some projected harmonic zones from $\tau_1$ to $\tau_2$. For example if there are 2 number of multipliers, there will be 2 vertices in the second layer of the graph, denoted by $v_{2,1}$ and $v_{2,2}$ in the figure. Each of these vertices are assigned to a projected harmonic zone denoted by $I_{v_{2,j}}, 1 \leq j \leq \|A_{\tau_1 \rightarrow \tau_2}\|$. In the next layer, each interval $I_{v_{2,j}}$ will be a source interval to find possible projected harmonic zones in period range of task $\tau_3$. However, since starting point of $I_{v_{2,j}}$ may be greater than $T_3^{\min}$, we consider interval $[\max \{T_3^{\min}, I_{v_{2,j}}\}, T_3^{\max}]$ instead of $[T_3^{\min}, T_3^{\max}]$.

As shown by Lemma 2, if for one multiplier such as $a_x$ in set $A_{I_1 \rightarrow I_2}$ of multipliers between two intervals $I_1$ and $I_2$, two harmonic projected zones are overlapping, the result will be a continuous projected harmonic zone for $\chi_{I_1 \rightarrow I_2}$ to $\chi_{I_2 \rightarrow I_3}$ which is the last projected zone. Formula (3) verified occurrence of continuous zones from the first first multiplier but we can easily apply it on other multipliers to see from which multiplier, the projected harmonic zones will be continuous.

$$a_x \geq \frac{I_1^1}{(I_1^1 - I_1^2)}$$

Thus we are able to replace all projected harmonic zones produced by $a_x$ to $a_x$ by only one continuous projected harmonic zone $\chi_{I_1 \rightarrow I_2}^{\{a_x, a_x + 1, \ldots, a_x\}} = [a_x I_1^1, \min \{a_x I_1^1, I_2^1\}]$. By this combination of multipliers we can reduce the number of outgoing edges and vertices of the graph.

Algorithm 1 shows pseudo-code of the graph generation
process. It starts from task $\tau_1$ and follows a depth first search structure. As described before, for each task $\tau_i$, it constructs the list of projected harmonic zones which can be produced from the current interval $I_{v_i}$ and period range of the task. Then the resulting zones will be added to the tree and the search continues up to the last task, i.e., $\tau_n$. To maintain correct indices for the vertices, we have assumed there is value $K_i$ which will be incremented each time a vertex is added to the vertices related to task $\tau_i$.

When the graph is constructed, each path that passes through $n$ vertices, verifies existence of a harmonic relation between those potential sub-intervals defined in the vertices. For such path, the resulting sequence of intervals produce solution $I : \{I_1, I_2, \ldots, I_n\}$ with intervals $I_i$, $1 \leq i \leq n$.

**Algorithm 1** Graph construction algorithm (GCA)

**Input** $\tau, G, I_{v_{i,j}} \Rightarrow I_{v_{i,j}}$ is the latest interval added to $G$

**Output** $G$

1: if $i = n$ or $T^\text{max}_{i+1} < I_{v_{i,j}}$ then
2: return $G$
3: else
4: $s \leftarrow \max\{T^\text{min}_{i+1}, I_{v_{i,j}}\}$ \text{ update start point of $T_{i+1}$}
5: $a_1 \leftarrow \left\lfloor \frac{T^\text{max}_{i+1}}{T_{v_{i,j}}} \right\rfloor$
6: $a_2 \leftarrow \left\lfloor \frac{T_{v_{i,j}}}{T^\text{max}_{i+1}} \right\rfloor$
7: $a_x \leftarrow \left\lfloor \frac{T_{v_{i,j}}}{T^\text{max}_{i+1}} \right\rfloor$ \text{ zones are continuous after $a_x$}
8: $m \leftarrow a_x - a_1$ \text{ number of disjoint zones}
9: $a \leftarrow a_1$
10: for $k = 1$ to $m$ do
11: $I_{v_{i,k}} \leftarrow \left\lfloor \max\{a_1 I_{v_{i,j}}, s\}, \min\{a_1 I_{v_{i,j}}, T^\text{max}_{i+1}\}\right\rfloor$
12: $q = k + K_i$ \text{ $q$ is the latest index}
13: add vertex $v_{i+1,q}$
14: add an edge between $v_{i,j}$ and $v_{i+1,q}$ to $G$
15: GCA($\tau, G, I_{v_{i,q}}$)
16: $a \leftarrow a + 1$
17: end for
18: $I_{v_{i,m+1}} \leftarrow \left\lfloor \max\{a_1 I_{v_{i,j}}, s\}, \min\{a_2 I_{v_{i,j}}, T^\text{max}_{i+1}\}\right\rfloor$
19: $q = m + 1 + K_i$
20: add vertex $v_{i+1,q}$
21: add an edge from $v_{i,j}$ to $v_{i+1,q}$ to $G$
22: GCA($\tau, G, I_{v_{i,q}}$)
23: end if
24: return $G$

Since projected harmonic zones are created from sorted intervals by the starting points, we never have a loop and the resulting graph $G$ will be a tree. However, because of the fact that the number of harmonic multipliers highly depends on the period ranges, the number of vertices can exponentially grow. For example, even if there is only two disjoint set of harmonic zones between each two period ranges, i.e., where $\|A_{\tau_1 \rightarrow \tau_1+1}\| = 2$, in the worst-case the number of vertices of the graph would be $O(2^n)$ which is exponential in the number of tasks.

As shown before, even when there are only two disjoint projected harmonic zones between two tasks, the complexity of the problem can be exponential. However, if tasks have tight harmonic relations, the problem can be solved in linear-time. The reason is that Algorithm 1 constructs only one projected harmonic zone in the period range of $\tau_i$. It leads to considerable reductions in the size of the graph, i.e., the graph will have at most $n$ number of vertices and $n−1$ number of edges. It leads to linear-time complexity in graph construction, as well as finding a path that passes through all vertices. Also, verification of existence of tight harmonic relation between pairs $\tau_i$ and $\tau_{i+1}$ of tasks can be done in $O(n)$ since only the conditions of Theorem 2 can be verified in $O(1)$.

There is another case where the problem can be solved in linear-time. It happens if for each two tasks $\tau_i$ and $\tau_{i+1}$, $\|A_{\tau_i \rightarrow \tau_{i+1}}\| = 1$. The reason is that with one multiplier, only one projected harmonic zone between two tasks can be created.

However, if a task set has a combination of tight harmonic tasks (from conditions (3) or (4)), and tasks with single multipliers, i.e., $\|A_{\tau_i \rightarrow \tau_{i+1}}\| = 1$ (while (6) is not valid), still the problem can have exponential complexity. Assume we have three intervals $I_1 : [50, 60]$, $I_2 : [90, 110]$, and $I_3 : [500, 1500]$, thus because of (4), $I_2$ and $I_3$ have tight harmonic relation. However $\chi_{I_1 \rightarrow I_2} = [100, 110] \neq I_2$. Now we continue with $\chi_{[100, 110] \rightarrow I_3}$. Since condition (4) is not valid any more, instead of one continuous projected harmonic zone we will have disjoint intervals $\chi_{[100, 110] \rightarrow I_3} = \{[500, 550], [600, 660], \ldots, [900, 990], [1000, 1500]\}$. As it can be seen, if this situation happens in the graph, again the number of vertices grows rapidly.

Previously with the study of Cai et al., [22], it has been shown that having harmonic periods with period ratio $k_i = T_{i+1}/T_i$ equal to 2, or greater than 2, it is possible to find feasible non-preemptive schedule for the task set. Non-preemptive execution decreases delays between the sampling and actuation of the control tasks [20], [23] and simplifies the analysis of WCET of the tasks [24].

To construct customized harmonic relations, we can grow the graph by the multipliers which are favored by the designer. For example if the goal is to find a set of harmonic tasks with period ratio 2, the only step which can be done in Algorithm GCA is to restrict the unwanted multipliers.

V. PERIOD ASSIGNMENT TO GUARANTEE FEASIBILITY

A. Utilization Bounds of a Group of Tasks

In this section we show how we can calculate lower bound and upper bound of the utilization of the task set $\tau$ given a set of sub-intervals $I : I_1, I_2, \ldots, I_n$ produced by the algorithm in Sect. III. To calculate these bounds, we start by last task $\tau_n$. According to the definition of projected harmonic zones, we guaranteed that any number in a resulting zone can be produced by a number in the source interval, that is why to find the solution, we go backward and start with the latest task. Once $T_n$ is selected from $I_n$, the choices for $T_{n-1}$ will be limited because not all values of the $I_{n-1}$ are in harmonic relation with the specified $T_n$. To find the set of distinct points which have such relation with $T_n$, we use Definition 2. Accordingly, we have $b^l_{n-1} = \left\lfloor \frac{T_n}{T_{n-1}} \right\rfloor + 1$ as the smallest multiplier and $b^u_{n-1} = \left\lfloor \frac{T_{n-1}}{T_{n-2}} \right\rfloor$ as the largest multiplier. These two multipliers limit the possible values of
Fig. 5. A symbolic example to find utilization range of four tasks

\[ T_{n-1} \] to the following continuous range

\[ \zeta_{n-1} = \left[ \frac{T_n}{\lceil \frac{T_n}{I_{n-1}} \rceil}, \frac{T_n}{\lceil \frac{T_n}{I_{n-2}} \rceil} + 1 \right] \]  

(9)

where \( \zeta_{n-1} \) shows the valid range of \( T_{n-1} \). In the next step we find the bounds of \( T_{n-2} \). The smallest and the largest multipliers that can be applied on \( I_{n-2} \) to produce a number in \( T_{n-2} \) are denoted by \( a_1 = \left[ \frac{T_n}{I_{n-2}} \right] + 1 \) and \( a_2 = \left[ \frac{T_n}{I_{n-1}} \right] \) respectively. Note that both of them are defined in Definition 2. Now for task \( \tau_{n-2} \) we have.

\[ \zeta_{n-2} = \max\left\{ \frac{\zeta_{n-1}}{I_{n-1}}, \frac{T_n}{\lceil I_{n-2} \rceil}, \min\left\{ \frac{\zeta_{n-1}}{I_{n-2}}, \frac{T_n}{\lceil I_{n-1} \rceil} + 1, I_{n-2} \right\} \right\} \]  

(10)

Fig. 5 shows a symbolic example of \( \zeta_{n-2} \). With the same method we can extend (10) to task \( \tau_i \) as

\[ \zeta_i = \max\left\{ \frac{\zeta_{i+1}}{I_{i+1}}, I_i \right\}, \min\left\{ \frac{\zeta_i}{I_i}, \frac{T_n}{\lceil I_{i-1} \rceil} + 1, I_i \right\} \]  

(11)

Using (9) and (11), for each task \( \tau_i \), \( 1 \leq i \leq n-1 \) we will have a period bound which can be used to calculate the minimum and maximum possible utilization of the task set. Maximum utilization is obtained when the shortest period, i.e., \( \zeta^e \) is used and minimum utilization is obtained when \( \zeta^e \) is considered as task period. Thus utilization of task \( \tau_i \) will be larger than \( \zeta^e \) and will be smaller than \( \zeta^e \). Finally, system utilization is bounded by:

\[ U^{low} = \sum_{i=1}^{n} \frac{e_i}{\zeta_i} \]  

(12)

\[ U^{high} = \sum_{i=1}^{n} \frac{e_i}{s_i} \]  

(13)

Formulas (12) and (13) have linear-time computational complexity since calculation of \( \zeta_i \) can be done in \( O(1) \).

According to (11), \( \zeta_i \) depends on the solution ranges of other tasks with larger \( I_i \), \( i < j \leq n \), values, and \( T_n \).

B. Period Assignment Algorithm

Period assignment can be done with different goals, e.g., having high or low system utilization. But the main common goal is to keep the system feasible. As it has been shown in the previous subsection (Sect. V-A), when one period is selected for \( T_n \), \( \tau_{n-1} \) will have several choices because of multipliers \( b_{n-1}^e = \left[ \frac{T_n}{T_{n-1}} \rceil + 1 \right] b_{n-1}^e = \left[ \frac{T_n}{T_{n-1}} \rceil \right] \). As a result, it is not easy to find optimal period values such that the task set is harmonic and utilization remains below 1. However in this subsection, we present a greedy algorithm to find low and high utilization task sets.

As said before, the largest or the smallest values of \( T_{n-1} \) are obtained using \( b_{n-1}^e \) or \( b_{n-1}^h \), respectively. Based on this idea, first we introduce Algorithm 2 (or LU for short) which takes resulting path \( P \) as input and produces set \( T = \{ T_1, T_2, \ldots, T_n \} \) of periods. The goal of this algorithm is to minimize the utilization. It starts with task \( \tau_n \) and set \( T_n \) to \( I_n^e \). Then it calculates \( \left[ \frac{T_n}{T_{n-1}} \right] \) which is the smallest divisor that maps \( T_n \) to \( I_{n-1}^e \). When a small divisor is chosen, the resulting value will be the largest possible candidate that has a harmonic relation with \( T_n \). In fact, the algorithm looks for the largest period for the next task in each step.

Algorithm 2 Low utilization period assignment algorithm

Input \( P \) \( \triangleright \) \( P \) is the list of ranges with harmonic relations

Output \( T \) \( \triangleright \) \( T \) is the set of final periods

1: \( T_n \leftarrow I_n^e \)
2: for \( i \leftarrow n-1 \) downto 1 do
3: \( b_i \leftarrow \left\lceil \frac{T_i+1}{I_i^e} \right\rceil \)
4: \( T_i \leftarrow T_{i+1} \div b_i \)
5: end for
6: \( \text{return } T \)

If Line 1 of Algorithm 2 is replaced by \( T_n \leftarrow I_n^h \), and Line 3 is replaced by \( b_i \leftarrow \left\lceil \frac{T_i+1}{I_i^h} \right\rceil \), the algorithm produces a task set with high utilization because it starts with the smallest possible value for \( T_n \) and looks for the biggest divisor. We call this algorithm as HU.

In the experiments we have implemented both LU and HU algorithms as well as an optimal period assignment algorithm that searches for the task set with the highest feasible utilization, i.e., the resulting task set will have the shortest periods which is a favorable property in many applications such as control systems [20]. The optimal algorithm starts with \( T_n \leftarrow \left\lfloor \frac{T_n}{I_n} \right\rfloor \) and gradually increments \( T_n \), by \( 1 \) to reach \( \left\lfloor \frac{T_n}{I_n} \right\rfloor \). In each step it uses an exhaustive recursive search over all divisors of obtained period values to find a period assignment with the highest feasible utilization. Computational complexity of this algorithm is equal with the complexity of an exhaustive search on our graph multiplied by the length of the period range of \( \tau_n \), hence, in practice, this algorithm might not be an applicable solution.

It is worth mentioning that ordering of the tasks affects the resulting utilization of period assignment algorithms, however, because of practical limitations, we could not consider all
possible orderings of the tasks in calculation of optimal period values. The last step of period assignment algorithm is to find closest integer period to the obtained period value of LU and HU algorithms. If we assume periods are not very short, then the rounding of the results can have negligible effects on the utilizations. One way to cope with the problem is to scale period before they are given to the model. The further effects of rounding the periods and quantifying its error will remain as one of our future works.

VI. EXPERIMENTAL RESULTS

In this section we compare the performance of the Algorithm 1 and Sr algorithm developed by [4]. When a solution is found by Algorithm 1, we use LU, HU, and Optimal period assignment methods described in Sect. V-B to assign a period to the tasks. Performance measures are acceptance ratio (AR), i.e., the ratio of harmonic task sets with feasible utilization to the total number of generated task sets for each run, as well as the utilization of the accepted task sets. The simulations have been performed using the discrete event simulator (DEVS-Suite) [25].

Since to the best of our knowledge, there exists no algorithm to produce harmonic task sets from period ranges, we modified the Sr algorithm [4] to cope with period ranges. Originally, Sr maps given period values of each task \( \tau_i \), to \( r \times 2^{\lfloor \log(T_i/r) \rfloor} \) where \( r \) is a base value in range \((0.5T_1, T1]\). For example if \( r = 3 \), tasks with periods 4 and 5 will be mapped to \( r \) while a task with period 13 will be mapped to 12 which is 4 times \( r \). However since we have period ranges and we do not know \( T_i \) beforehand, we assign \( T_i \) to the smallest value with pattern \( r2^x \) which is inside the range \([T_i^{\min}, T_i^{\max}]\). Note that \( x \) is an integer number smaller than \( \lfloor \log(\max\{T_i^{\max}\}/r) \rfloor \). Since the choice for \( r \) depends on \( T_1 \) which we do not have, first we assume \( T_1 = T_1^{\min} \) then we gradually increase it to \( T_i^{\max} \) and we count the number of successfully mapped period values (accepted tasks) in each step. Finally, a solution with maximum number of accepted tasks will be reported as output of the algorithm.

In the next two subsections, we generate random tasks according to [5] workload model as well as random tight harmonic task sets.

A. Random Tasks with Workload Model of [5]

In [5], period ranges are generated randomly as \( T_i^{\max} = \text{rand}[100,5000] \) and \( T_i^{\min} = T_i^{\max}(1 - \sigma) \) where \( \sigma \in [0.3, 0.8] \) is the tolerance parameter and shows the wideness of period ranges with respect to their ending point. In our first experiment, we consider 10 tasks, then for each \( \sigma \) value we repeat the experiments 1000 times and calculate average values of AR and utilization. For confidence level of 0.95, confidence interval of the experiment was 0.05 for each measure. Also to create random execution times, first we have generated random utilization values by uUniFast method [26] for utilization 1. Then we have multiplied each utilization \( u_i \) by \( T_i^{\min} \) obtained in the previous step. In this way, any period assignment will result in feasible utilization since even if tasks are executed by their shortest period, still the utilization will remain less than 1.

Fig. 6 and Fig. 7 illustrate AR and utilization of the algorithms for different tolerance values (\( \sigma \) in the horizontal axis). As shown in Fig. 6, for \( \sigma \) values smaller than 0.3, none of the algorithms produce a harmonic task set. The AR of the algorithms increases with increasing \( \sigma \), because when the period ranges become wide (for large \( \sigma \) values), they have more intersections with each other. This produces more chances for the existence of integer multipliers between ranges. Thus, even the Sr algorithm finds many harmonic task sets. On the other hand, when \( \sigma \) is more than 0.5, more harmonic task sets are found. Consequently, the LU algorithm has more chances to look for task sets with low utilizations as shown in Fig. 7. The resulting utilization value of Sr is rather high especially for \( \sigma > 0.5 \). The reason is that the smallest integer number \( x \) which can satisfy \( r \times 2^x \in [T_i^{\min}, T_i^{\max}] \) will be the task period in our implementation of Sr. Finally, for tasks with wide period ranges, HU performs nearly as good as the optimal method although it is a linear-time greedy algorithm. Fig. 7 also shows utilization bounds obtained from formula (11). When \( \sigma \) is smaller than 0.45, both bounds are close to each other which shows that period assignment methods have not so much choices in the final utilization. Although the lower bound decreases with increasing \( \sigma \), it is still similar to the utilization achieved by LU. This shows that LU has good performance in period assignment when the goal is to find low utilization task sets. The upper bound of the utilization remains 1 because of the assumptions of this experiment. Later we will discuss cases where the utilization can go beyond one, and then we evaluate the performance of the period assignment algorithms.
B. Random Tasks with Tight Harmonic Relations

In this subsection, we consider task sets with tight harmonic relations. To generate those task sets, for each pair of consecutive tasks we use one of the conditions (4), (5), or (6) with a uniform chance. In the first case, we calculate \( p \) based on (4) according to the previous interval which is \([T_{i-1}^{\min}, T_{i-1}^{\max}]\). Then the period range of \( \tau_i \) is generated as \( p, (1 + x)p \), where \( x \) is randomly selected from \([0, \sigma]\) for tolerance value \( \sigma = 0.4 \). For two cases where conditions (5) or (6) have to be satisfied, first we generate one random integer \( \sigma \) and the larger value to \( T_i^{\max} \). Then we assign the smaller value to \( T_i^{\min} \). If \( k = 1 \), the next period range fits into the current period range, otherwise, condition (5) will hold. When period ranges are produced, we assign execution times of the tasks as \( c_i = u_i \cdot U \cdot T_i^{\min} \), where \( u_i \) is a random utilization value for task \( \tau_i \) obtained from the uUniFast algorithm (considering system utilization 1) [26], and \( U \) is the potential system utilization. By multiplying \( u_i \) with \( U \) we generate cases where the system utilization will be more than 1 if all tasks are executed by their \( T_i^{\min} \). In other words, using \( U \) we can evaluate the performance of the period assignment algorithms because then the choice of period becomes important in the feasibility of the task set.

In the first experiment we consider different values of \( n \) from 2 to 10, and \( U = 1 \). The reason for this limited \( n \) is that the Sr algorithm was not able to find any harmonic task set when there were more than 6 tasks in the system. To obtain results, we have repeated each setup value 1000 times, and the results were in confidence interval 0.05 for confidence level 0.95. Fig. 8 and Fig. 9 show the AR and utilization of the algorithms for different values of \( \tilde{n} \) (the horizontal axis). Note that since Sr did not produce any harmonic task set after \( n \geq 6 \), there was no data to report. As shown in Fig. 8, AR of Sr algorithm is highly sensitive to the number of tasks in the system and drops rapidly with increasing \( n \), even though in this experiment, tasks are tight harmonic and there are many chances to find harmonic task sets.

Moreover, Fig. 9 shows that HU is relatively close to the optimal algorithm (and starting with \( n = 5 \) results overlap). Besides, when the number of tasks increase, utilization of HU, LU, and the optimal algorithm becomes close to each other because when \( n \) increases, the resulting solution from Algorithm 1 narrows, which lead to less choices for the period assignment algorithms. For the same reason, utilization bounds also get tighter with the increase in \( n \). Finally, it is interesting that lower and upper bounds of the utilization calculated by (11) are very close to the results of the LU and HU algorithms, respectively. It means that these bounds are good estimations for an achievable utilization.

To compare the performance of the period assignment algorithms, in the next experiment we consider \( U \) from 1.0 to 1.5 and \( n = 10 \). Fig. 10 and Fig. 11 show AR and utilization of the algorithms for different values of \( \tilde{U} \) (the horizontal axis). As shown in Fig. 10, when \( \tilde{U} \) is greater than 1.15, the number of feasible task sets reduces rapidly even for the optimal algorithm. HU has a lower rate of acceptance because it tries to find task sets with higher utilizations which might be infeasible in this experiment. Moreover, AR of LU is very close to the optimal algorithm which means that whenever \( \tilde{U} \) is greater than 1, LU is an efficient period assignment algorithm.

As shown in Fig. 11, the upper bound of the utilization grows with the growth of \( \tilde{U} \) up to 1.25 at the end. It means that although \( \sum_{i=1}^{\tilde{n}} (c_i/T_i^{\min}) \) is equal to \( \tilde{U} \), the upper bound of the utilization which is obtained by formula (11) is tighter than simply considering \( \tilde{U} \) as the upper bound. Having the lower bound very close to LU, it is possible to deduce that the sequence of intervals with harmonic relations with each other which are obtained from Algorithm 1, were finally narrow. That is why LU has not so much chances to decrease the utilization, and consequently, the lower bound is close to LU.

VII. CONCLUSION

In this paper, we have presented a model to describe harmonic relations between ranges of period values, rather than single numbers only. The resulting harmonic task sets can be
scheduled with fixed priority scheduling algorithms such as RM while their periodic behavior is guaranteed.

Our method identifies sub-intervals within given period ranges which are in harmonic relations with each other. Any number inside the resulting sub-interval of a task can be generated from the previous task with smaller period range. Based on the existence of harmonic relations between period ranges, we have introduced a graph to represent the task set. Using this graph, it is possible to construct customized harmonic relations by restricting non-favorable multipliers.

We derived sufficient conditions for the existence of a linear-time harmonic task set as well as utilization bounds of each resulting harmonic range. They provide more flexibility for the designers to have system with high or low utilizations. Results from a simulation study underline the effectiveness of the approach. As the extensions of this work, we tackle the problem of ordering of the tasks which affects on the utilization of the final solution. We also will dealt with the effect of period rounding for the applications with discrete period values.
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