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1. Motivation 2. Potential benefits of traffic shaping
K’;ﬁic from bulk data applications is growing rapi(m f * Analysis of traces from access links of universities shows: \

* To reduce their rising transit bandwidth costs, ISPs are * Diurnal patterns with peak-to-trough ratio as high as 6
traffic shaping bulk flows o Peak utilization twice as high as the average utilization
* Traffic shaping can reduce peak load = A few bulk flows contribute significantly to the traffic

o 0.5% of flows account for 68% of the bytes

= Most ISPs pay for peak utilization
o ...and 87% of the peak bandwidth!

* But, deployed policies are often blunt and sub-optimal

= eg., bulk dat blocked te-limited 24/7
€8 DUk Gata apps are Hlocked of raterimite * Idea: traffic shape bulk flows when utilization is high

. . . = Tt is likely to have a large impact on peak utilization
* Further, the impact of traffic shaping policies on bulk

= It affect: I 11 fracti f fl
kﬂows is not well-understood j k attects oy a smatl fraction of flows j

3.Findings

* Can we achieve the optimal reduction in peak load while affecting bulk flows minimally?

Simple traffic shaping technique (2 priority queues) Multiple priority queues for bulk traffic
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® Simple traffic shaping policies using 2 = But, this comes at the cost of large delaysin = Multiple priority queues fix the problem. 90t
priority queues can help reduce peak completion time for bulk flows, and some perc. delay drops below 8 minutes. Interrupted
bandwidth (~60%). flows do not complete at all! flows are reduced to a negligible fraction.

* What are the global effects of local traffic shaping policies?
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= Every ISP along a path has an incentive to  ®* When multiple traffic shapers are activeona = As a result, multiple shapers, especially if
deploy traffic shaping on its access links. path, bulk flows along the path only get the located in different time zones, degrade
minimum available bandwidth at any time. throughput significantly.

4.Implications

* Our findings suggest:

= ISPs have clear incentives to deploy traffic shaping to reduce their peak bandwidth consumption

= However, as more ISPs deploy traffic shaping, the end-to-end performance of many bulk transfers will suffer
» To preserve bulk transfer performance:

= One could use a different pricing model (e.g., per-byte charging model)

= Alternatively, we could rethink routing of bulk transfers (e.g., deliver data hop-by-hop as capacity becomes available)
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