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Abstract. The Skolem Problem asks to determine whether a given integer

linear recurrence sequence has a zero term. This problem arises across a wide
range of topics in computer science, including loop termination, formal lan-

guages, automata theory, and control theory, amongst many others. Decid-

ability of the Skolem Problem is notoriously open. The state of the art is a
decision procedure for recurrences of order at most 4: an advance achieved

some 40 years ago, based on Baker’s theorem on linear forms in logarithms of
algebraic numbers.

A new approach to the Skolem Problem was recently initiated in [LOW21,

LOW22] via the notion of a Universal Skolem Set—a set S of positive integers
such that it is decidable whether a given non-degenerate linear recurrence

sequence has a zero in S. Clearly, proving decidability of the Skolem Problem

is equivalent to showing that N itself is a Universal Skolem Set. The main
contribution of the present paper is to construct a Universal Skolem Set that

has lower density at least 0.29. We show moreover that this set has density

one subject to the Bateman-Horn conjecture. The latter is a central unifying
hypothesis concerning the frequency of prime numbers among the values of

systems of polynomials.

1. Introduction

An (integer) linear recurrence sequence (LRS) ⟨un⟩∞n=0 is a sequence of integers
satisfying a recurrence of the form

(1) un+k = a0un+k−1 + · · ·+ ak−1un (n ∈ N) ,
where the coefficients a0, . . . , ak−1 are integers. The celebrated theorem of Skolem,
Mahler, and Lech [Lec53, Mah35, Sko34] states that the set {n ∈ N : un = 0} of zero
terms of an LRS is the union of a finite set and finitely many arithmetic progressions.
This result can be refined using the notion of non-degeneracy of an LRS. An LRS
is non-degenerate if in its minimal recurrence no quotient of distinct characteristic
roots is a root of unity. A given LRS can be effectively decomposed as the merge
of finitely many non-degenerate sequences, some of which may be identically zero.
The core of the Skolem-Mahler-Lech Theorem is the fact that a non-degenerate
LRS that is not identically zero has finitely many zero terms. Unfortunately, all
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known proofs are ineffective—it is not known how to compute the finite set of zeros
of a given non-degenerate linear recurrence sequence; equivalently, it is not known
how to decide whether an arbitrary given LRS has a zero.

The problem of determining whether a given LRS has a zero is known as the
Skolem Problem. This has been memorably characterised by Tao [Tao08] as “the
halting problem for linear automata”. In fact, the Skolem Problem has been recog-
nised as a fundamental decision problem in a number of different areas of theo-
retical computer science, including loop termination [OW15], weighted automata
and formal power series (see [BR10, Section 6.4], [RS94, Section 4.2], and [SS78,
Section III.8]), matrix semigroups [BPS21], stochastic systems and probabilistic
programs [AAGT15, BJK20], and control theory [BT00, Section 3]. However,
progress towards determining decidability of the problem has been limited. The
state of the art is that decidability is known for recurrences of order1 at most
4 [MST84, Ver85]—an advance made some 40 years ago, based on Baker’s cele-
brated theorem on linear forms in logarithms of algebraic numbers.

Recently [BLN+22] gave a procedure to decide the Skolem Problem for the class
of simple LRS (those with simple characteristic roots) of any order, subject to
two open conjectures about the exponential function, namely the p-adic Schanuel
Conjecture and the exponential local-global principle. The present paper follows
a different approach to [BLN+22], via the notion of Universal Skolem Set. This
is an infinite set S ⊆ N for which there is an effective procedure that, given a
non-degenerate LRS ⟨un⟩∞n=0, outputs the finite set {n ∈ S : un = 0}. Evidently,
establishing decidability of the Skolem Problem is equivalent to showing that N is a
Universal Skolem Set. Towards this objective, and noting that the class of Universal
Skolem Sets is closed under various operations such as finite shifts and finite unions,
it is natural to examine diverse means by which to construct Universal Skolem Sets,
and particularly such sets of high density.2 Pursuing this line of research leads in
the present paper to new connections between the Skolem Problem and classical
questions on the distribution of prime numbers.

The paper [LOW21] introduced the notion of Universal Skolem Set (the termi-
nology is inspired by the notion of Universal Hilbert Set [Bil96]) and exhibited an
explicit example of such a set that had density zero. Subsequently [LOW22] pro-
duced a set S0 ⊆ N of positive lower density and an effective procedure that, given
a non-degenerate simple LRS ⟨un⟩∞n=0, computes its set of zeros {n ∈ S0 : un = 0}.
The present paper further develops ideas introduced in [LOW22] and contains two
significant advances. First, we modify the construction of [LOW22] to yield a Uni-
versal Skolem Set S of positive lower density, i.e., such that one can compute the
set of zeros {n ∈ S : un = 0} for any non-degenerate LRS, not just the simple
ones. In fact we give an explicit upper bound for the largest zero in S of a given
LRS. The second main contribution is to show that S has lower density at least
0.29 unconditionally and density one subject to the Bateman-Horn conjecture in
number theory [BH62]. The latter is a central unifying hypothesis concerning the
frequency of prime numbers among the values of a system of polynomials. This

1The order of an LRS is the smallest value of k for which the LRS satisfies a recurrence of the
form (1).

2The density of an infinite set S of positive integer is the limit (if it exists) of the proportion
of elements of S among all integers from 1 to n as n tends to infinity. The lower density of S is
defined analogously, substituting the limit inferior to the limit.
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conjecture generalises many classical results and conjectures on the distribution of
primes, including Hardy and Littlewood’s twin primes conjecture and Schinzel’s
Hypothesis H [AZFG20, Bai02, Lan96]. We apply the Bateman-Horn conjecture to
obtain, given a1, a2, b1, b2 ∈ Z, an upper bound on the density of n ∈ N such that
a1n+ b1 and a2n+ b2 are simultaneously prime.

A key ingredient of the present paper are deep results of Schlickewei and Schmidt
[SS00] and of Amoroso and Viada [AV09] that yield explicit bounds on the number
of solutions of certain polynomial-exponential Diophantine equations. Indeed, it
is striking that while there is no known method to elicit the zero set of a given
non-degenerate LRS, thanks to the above mentioned results there are fully explicit
upper bounds (depending only on the order of the recurrence) on the cardinality
of its zero set. Such bounds do not suffice to solve the Skolem Problem, which
would require effective bounds on the magnitude of the zeros of an LRS. The main
idea of our approach is to leverage explicit upper bounds on the number of zeros of
polynomial-exponential equations to obtain bounds on the magnitude of the zeros
of LRS. Specifically, our Universal Skolem Set S consists of positive integers n that
admit sufficiently many representations of the form n = Pq + a, with P, q prime
and q, a logarithmic in n. Given an LRS ⟨un⟩∞n=0, we associate with the equation
un = 0 a companion equation such that each representation of n yields a solution of
the companion equation. We then use upper bounds on the number of solutions of
the companion equation to derive upper bounds on the magnitude of n. In general,
we believe that such a transfer principle is a promising direction to make progress
on the Skolem Problem.

In terms of proof techniques, a major difference between the present paper
and [LOW22] is that the latter used an existing upper bound of [SS00] on the
number of solutions of a certain class of exponential Diophantine equations. To
handle the case of non-simple LRS it appears that one cannot use existing results
“off the shelf” and must instead adapt the techniques of [AV09, ESS02, SS00] to
our setting. This is the subject of Section 3, while Section 4 analyses the density
of the set S.

2. Background

In this section we briefly summarise some notions and results in number theory
that we will need.

2.1. Number fields. Let K be a finite Galois extension of Q. The ring of algebraic
integers in K is denoted OK. We denote by Gal(K/Q) the group of automorphisms
of K. The norm of α ∈ K is defined by

NK/Q(α) =
∏

σ∈Gal(K/Q)

σ(α) .

The norm NK/Q(α) is rational for all α ∈ K and NK/Q(α) is an integer if α ∈ OK.

Clearly we have |N(α)| < HdK , where dK is the degree of K and

H := max
σ∈Gal(K/Q)

|σ(α)|

is the house of α. Furthermore, given a rational prime p ∈ Z and a prime ideal
factor p of p in OK, we have p | NK/Q(α) for all α ∈ p.

We say that α, β ∈ K are multiplicatively dependent if there exist integers k, ℓ,
not both zero, such that αk = βℓ. Observe that if α ∈ K is not a root of unity then
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given σ ∈ Gal(K/Q), every multiplicative relation αk = σ(α)ℓ is such that k = ±ℓ.

Indeed, repeatedly applying σ to this relation we deduce that αkd

= (σd(α))ℓ
d

for

all d ≥ 1. In particular, choosing d to be the order of σ we get that αkd

= αℓd and
hence k = ±ℓ.

2.2. Heights. For a positive integer n, we denote by h : An(Q) → [0,∞) the
absolute logarithmic Weil height on n-dimensional affine space. We refer to [BG06,
Chapter 1] for the formal definition. Here we will need only the following properties
(see [BG06, Chapter 1] and [Vou96, Corollary 2]).

Theorem 1. Let α, β, α1, . . . , αs be non-zero algebraic numbers for some s ≥ 2.
Then

(1) h(α) = logH if α is an algebraic integer with house H;
(2) h(α) = 0 if α is a root of unity and if α has degree d ≥ 2 and is not a root

of unity then h(α) > 2
d(log(3d))2 ;

(3) h(αm) = |m|h(α) for all n ∈ Z.
(4) h(αβ) ≤ h(α) + h(β);
(5) h(α1 + · · ·+ αs) ≤ h(α1) + · · ·+ h(αs) + log s;
(6) h(α1, . . . , αs) ≥ h(αi/αj) for 1 ≤ i < j ≤ s.

The following elementary inequality will be useful in relation to calculations
involving heights.

Proposition 2. For all c,X > 1, if
√
logX < c log logX then X < exp((4c log(2c))2).

2.3. Linear equations in elements of multiplicative groups. We now present
two results concerning solutions of linear equations with variables in multiplicative
groups. These results will play a key role in our construction of a Universal Skolem
Set. Throughout this section K denotes a number field.

The first result that we recall is due to Amoroso and Viada [AV09, Theorem
6.1]. Here, given n ≥ 0 and elements x = (x1, . . . , xn) and y = (y1, . . . , yn) of Kn,
we write x ∗ y := (x1y1, . . . , xnyn).

Theorem 3. Let Γ be a finitely generated subgroup of Kn of rank r and let ε :=

(8n)−6n3

. Then the set{
x ∗ y : x ∈ Γ, y ∈ Kn, x⊤y = 1, and h(y) ≤ ε(1 + h(x))

}
is contained in a union of at most (8n)6n

2(n+r) proper linear subspaces of Kn.

The second result, due to Schlickewei and Schmidt [SS00], concerns equations of
the form

s∑
i=1

Pi(x)α
x
i = 0(2)

in variables x = (x1, . . . , xn) ∈ Zn, where P1, . . . , Ps ∈ K[x], and αx
i = αx1

i1 · · ·αxn
in

with αij ∈ K∗ for all i, j. We say that a given solution to Equation (2) is non-
degenerate if no proper sub-sum vanishes. The following upper bound on the num-
ber of non-degenerate solutions appears as [SS00, Theorem 1]:
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Theorem 4. Let δi be the total degree of polynomial Pi for i ∈ {1, . . . , s}. Put A =∑s
i=1

(
n+δi
n

)
and B = max{n,A}. Suppose that there is no non-zero x ∈ Zn such

that αx
i = αx

j for all i, j ∈ {1, . . . , s}. Then Equation (2) has at most 235B
3

d6B
2

non-degenerate solutions, where d is the degree of the number field K.

2.4. Mean Value of Multiplicative Functions. Let f be a real-valued function
with domain the set of positive integers. We say that f is multiplicative if f(1) = 1
and f(mn) = f(m)f(n) for all coprime m and n. The following result concerning
the mean value of a multiplicative function appears as [Ten95, Section I.3,Theorem
11].

Theorem 5. Let f be a multiplicative function with values in [0, 1]. Write

Mf :=
∏

p prime

(1− p−1)

∞∑
ν=0

f(pν)p−ν ,

where the infinite product is considered to be zero when it diverges. Then, for Y
tending to infinity, we have ∑

n≤Y

f(n) = Y (Mf + o(1)) .

2.5. Distribution of primes. Consider linear forms f1(t) := a1t+ b1 and f2(t) =
a2t + b2 for integers a1, a2, b1, b2, with a1, a2 > 0. We say that f := f1f2 ∈ Z[x]
is admissible if it does not vanish identically modulo any prime. Note that if f is
not admissible then f1 and f2 are simultaneously prime only at most twice. For a
prime p, let ωf (p) denote the number of x ∈ Fp such that f(x) = 0. We have the
following special case of the Bateman-Horn conjecture:

Conjecture 6 (Bateman-Horn). Let f1, f2 be a pair of linear forms such that
f = f1f2 is admissible. Then

#{x ≤ X : f1(x), f2(x) prime} ∼ CfX

(logX)2
, where Cf :=

∏
p prime

p(p− ωf (p))

(p− 1)2
.

(3)

In particular, the infinite product that defines Cf converges.

The general formulation of the Bateman-Horn conjecture concerns the set of
positive integers over which a family f1, . . . , fk of polynomials is simultaneously
prime. The version above is the special case that k = 2 and the fi have degree one.

The only case of the Bateman-Horn conjecture that has been proven is the prime
number theorem for arithmetic progressions (the case k = 1 and f1 has degree one).
Notably the Hardy-Littlewood twin prime conjecture (the case k = 2, f1(x) = x,
and f2(x) = x+2) remains open. Bateman and Horn [BH62] show an upper bound
that resembles (3). Specifically, they apply the Brun sieve to establish the following
bound for the value κ := 8:

# {x ≤ X : f1(x), f2(x) prime} ≤ κCfX

(logX)2
.(4)

Later, Wu used the large sieve to show that Inequality (4) holds for κ := 3.418
(see [Ten95, Section I.4.6]).
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If we assume that ∆ := |a1a2(a1b2 − a2b1)| is non-zero then (4) implies that

#{x ≤ X : f1(x), f2(x) prime} ≪ ∆

φ(∆)

X

(logX)2
,(5)

where ≪ is the Vinogradov symbol (f(x) ≪ g(x) iff there is a constant M such
that, for all x sufficiently large, |f(x)| ≤ Mg(x)), φ is the Euler totient function,
and the implied constant is absolute (see, e.g., [HR74, Chapter 2.6, Theorem 2.3]).

3. A Universal Skolem Set

For x > 1 and a positive integer k ≥ 1, we inductively define the iterated
logarithm function logk x as follows: log1 x := log x, and for k ≥ 2 we set logk x :=
max{1, logk−1(log x)}. Thus, for x sufficiently large, logk x is the k-fold iterate of
log applied to x. We omit the subscript when k = 1.

Fix a positive integer parameter X. We define disjoint intervals

A(X) :=
[
log2 X,

√
logX

]
and B(X) :=

[
logX√
log3 X

,
2 logX√
log3 X

]
.

We further define a representation of an integer n ∈ [X, 2X] to be a triple (q, P, a)
such that q ∈ A(X), a ∈ B(X), P and q are prime, and n = Pq + a. We say that
two representations n = Pq + a and n = P ′q′ + a′ are correlated if

q ̸= q′, a ̸= a′ and |(a+ ηq)− (a′ + ηq′)| <
√
logX

for some η ∈ {±1}.
We denote by r(n) the number of representations of n. Finally we put

S(X) := {n ∈ [X, 2X] : r(n) > log4 X and no two representations of n are correlated}
and we define

S :=
⋃

k≥10

S(2k) .

The following result shows that S is a Universal Skolem Set and furthermore
gives an explicit upper bound on the largest element of S that is a zero of a given
non-degenerate LRS.

Theorem 7. Let u = ⟨un⟩∞n=0 be a non-degenerate LRS of order k ≥ 2 given by

un+k = a0un+k−1 + · · ·+ ak−1un

for n ≥ 0, with given initial terms u0, . . . , uk−1 not all zero. If un = 0 and n ∈ S,
then

n < max{exp3(A2), exp5(10
10k6)}, where A := max{10, |ui|, |ai| : 0 ≤ i ≤ k − 1}.

The rest of this section is devoted to the proof of Theorem 7, which is divided
into 5 steps. Our goal is to show that for all X, if un = 0 for some n ∈ S(X) then

2X ≤ max{exp3(A2), exp5(10
10k6)} .(6)

The theorem follows since n ≤ 2X.
Step 1: Rescaling. We rescale u so that all the coefficients of the polynomials

in its closed form representation are algebraic integers. To this end, let

Ψ(x) := xk − a0x
k−1 − · · · − ak−1 =

s∏
i=1

(x− αi)
νi
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be the characteristic polynomial of u and let K := Q(α1, . . . , αs) be the splitting
field of Ψ, which has degree at most k! over Q. If |αi| > 1, then

|αi| =

∣∣∣∣∣a0 + a1
αi

+ · · ·+ ak−1

αk−1
i

∣∣∣∣∣ < kA ,

for A as in the statement of Theorem 7. Writing ρ := max |αi|si=1, we have ρ < kA.
The sequence u admits a closed-form solution un =

∑s
i=1 Qi(n)α

n
i , where the co-

efficients of the polynomials Qi(x) are computed from the initial values u0, . . . , uk−1

by solving a system of linear equations. By Cramer’s rule, each of the coefficients
of Qi(x) is the quotient of an algebraic integer by the determinant

∆ :=

∣∣∣∣∣∣∣∣
1 . . . 0 1 . . . 0 1 · · ·
α1 . . . α1 α2 . . . αs−1 αs . . .
. . . . . . . . . . . . . . . . . . . . . . . .

αk−1
1 . . . (k − 1)ν1−1αk−1

1 αk−1
2 . . . (k − 1)νs−1αk−1

s−1 αk−1
s . . .

∣∣∣∣∣∣∣∣ .
The length of each column vector above is at most√

k(k − 1)2(k−1)ρ2k < kk(kA)k = k2kAk.

Thus, by the Hadamard inequality, ∆2 < (k2k
2

Ak2

)2 = (k2A)2k
2

.
Solving with Cramer’s rule for the coefficients of Qi(x) gives, via the Hadamard

inequality again, that they are bounded by kA|∆|. Thus, replacing u by ∆u, we
have that

(7) Qi(x) :=

νi−1∑
j=0

ci,jx
j , where |ci,j | ≤ (k2A)2k

2+1 and ci,j ∈ OK .

From Inequality (7) and Theorem 1(1) we furthermore have

(8) h(ci,j) ≤ (2k2 + 1) log(k2A) for all i ∈ {1, . . . , s} and j ∈ {0, . . . , νi − 1} .

Step 2: Reduction modulo P . Fix n ∈ S(X) such that un = 0 and consider
a representation n = qP + a. Let p be a prime ideal factor of P in OK and
let σ ∈ Gal(K/Q) be the Frobenius automorphism corresponding to p, such that
σ(α) ≡ αP mod p for all α ∈ OK. From un = 0 and n = qP + a we have

(9)

s∑
i=1

Qi(a)α
a
i σ(αi)

q ≡ 0 (mod p) .

Since our goal is to establish (6) we may freely assume that X > exp(10k2 log k),

which gives a ≥ logX/
√
log3 X > 4k2 + 3. It follows that ak < ka. Noting also

that q ≤ a, the absolute value of the left-hand side of (9) is at most

(k2A)2k
2+1kakρ2a ≤ (k2A)2k

2+1kak(kA)2a

< (k2A)2k
2+1k(ka)(kA)2a

≤ (kA)4k
2+3(kA)4a

= (kA)4k
2+3+4a < (kA)5a .

Suppose that the left-hand side of (9) is non-zero. Then it is a non-zero algebraic
integer of degree at most k!, all of whose conjugates have absolute value at most
(kA)5a, and which is divisible by p. This implies that P divides an integer of size
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at most (kA)5ak!. Since P ≥ X−a
q ≥ X−logX√

logX
>

√
X for X > X0 := 100, and

a ≤ 2 logX/
√
log3 X, taking logs we have

5k! log(kA)
2 logX√
log3 X

>
logX

2
.

It follows that
√

log3 X < 20k! log(kA) and so X < exp3((20k! log(kA))
2). But

this last inequality implies Inequality (6), by the following case analysis:

(1) if
A

logA
> 40k! then X < exp3(A

2),

(2) if
A

logA
< 40k! thenA < 80k! log(40k!) and soX < max{exp4(14), exp4(10k log k)}.

Step 3: Companion equation. In Step 2 we have proved Inequality (6) under
the assumption that the left-hand side of (9) is non-zero for some representation of
n. Now suppose, on the contrary, that the left-hand side of (9) is zero for each of the
r(n) > log4 X representations of n. Of these representations, at least (log4 X)/k!
have the same Frobenius automorphism σ. For this choice of σ we have that the
companion equation (the equational analog of the congruence (9))

s∑
i=1

Qi(a)α
a
i σ(αi)

q = 0(10)

has least (log4 X)/k! solutions in integer variables q, a. The remainder of the proof
is dedicated to deriving an upper bound on the number of solutions of (10) that
arise from representations of n. From this we obtain (6), as desired.

Every solution of (10) has a non-degenerate vanishing sub-sum and we focus on
bounding the number of such sub-sums. The following claim, proven in Section A.1,
considers sub-sums that involve only terms from a single summand Qi(a)α

a
i σ(αi)

q

of (10).

Claim 8. Suppose that there exists i ∈ {1, . . . , s} such that Ri(a)α
a
i σ(αi)

q = 0,
where Ri a sub-polynomial of Qi (meaning that every monomial in Ri appears in
Qi). Then X < max{exp4(14), exp3(A), exp3(4k log k)}.

Since the upper bound on X in Claim 8 entails Inequality (6), it remains to
bound the total number of non-degenerate solutions of each of the at most 2k

sub-equations of the form

(11)
∑
i∈I

Ri(a)σ(αi)
qαa

i = 0 ,

of (10), where I ⊆ {1, . . . , s} contains at least two elements, and where Ri(x) is a
sub-polynomial of Qi(x) for all i ∈ I. For this task, a key structure is the group P
of z = (z1, z2) ∈ Z2 such that

σ(αi)
z1αz2

i = σ(αj)
z1αz2

j for all i, j ∈ I .

For z = (z1, z2) ∈ P we have σ(αi/αj)
z1 = (αj/αi)

z2 for all i, j ∈ I. As shown in
Section 2, since αi/αj is not a root of unity, this entails that z1 = z2 or z1 = −z2.
There are thus three possibilities for P: either P = {0}, P is parallel to (1, 1), or
P is parallel to (1,−1).

Step 4: The easy case. The easy case is that P = {0}. Recall that in
Equation (11) polynomial Ri has degree at most νi. Now Theorem 4 shows that if
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we put

A :=
∑
i∈I

(
2 + νi − 1

2

)
and B = max{2, A}

then the number of solutions (a, q) of (11) is at most 235B
3

(k!)6B
2

. But

A ≤
∑
i∈I

(
νi + 1

2

)
=
∑
i∈I

νi(νi + 1)

2
≤
∑
i∈I

ν2i ≤ k2,

so the number of solutions of (11) is at most 235k
6

(k!)6k
4

. After multiplying the
above bound by 2k to account for the number of non-degenerate sub-sums, the
resulting quantity is greater than the number (log4 X)/k! of solutions of the com-
panion equation. In other words,

log4 X < 2kk! 235k
6

(k!)6k
4

,

from which we obtain

(12) X < max{exp5(1010), exp5(25k6)} ,

which yields Inequality (6).
Step 5: The hard case. We are left with the case P ≠ {0}, where we cannot

apply Theorem 4. In this case P is either a subgroup of {(z, z) : z ∈ Z} or a
subgroup of {(z,−z) : z ∈ Z}. It follows that either σ(αi)αi takes the same value
for all i ∈ I or σ(αi)/αi takes the same value for all i ∈ I. Cancelling the common
value of (σ(αi)αi)

q or (σ(αi)/αi)
q in (11) we have

(13)
∑
i∈I

Ri(a)α
a+ηq
i = 0 for some η ∈ {±1} .

Similar to Step 4, we will establish the bound (6) by giving an upper bound on
the number of solutions of (13) and hence on the number of representations of n.
In lieu of Theorem 4, we use a bespoke argument that uses ideas of [AV09, ESS02,
SS00], but which is greatly simplified by exploiting the assumption that no two
representations of n are correlated.

The argument is by induction on the number of summands |I| ≤ k. To get
started, we set ℓ := |I|, relabel the roots so that I = {1, . . . , ℓ}, and restate Equa-
tion (13) as follows:

ℓ∑
i=1

Ri(a)α
a+ηq
i = 0 .

We dehomogenise the above equation by dividing through by the first summand,
yielding

(14) 1 =

ℓ∑
i=2

(−Ri(a)/R1(a))(αi/α1)
a+ηq.

Our goal is to apply Theorem 3 in order to find a homogeneous linear relation
among the summands on the right-hand side of (14). This will yield an equation
similar to (13) but with strictly fewer summands. To this end, let Γ be the rank-

one multiplicative subgroup of (K∗)
ℓ−1

generated by γ⃗ := (α2/α1, . . . , αℓ/α1). Then
Equation (14) can be written x⊤y = 1, where y = −(R2(a)/R1(a), . . . , Rℓ(a)/R2(a))
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and x = γ⃗a+ηq. Write ε := (8k)−6k3

and recall that h denotes absolute logarithmic
Weil height. Then we have the following claim, which is proven in Section A.2.

Claim 9. If 2X > max{exp3(A2), exp5(10
10k6)} then h(y) ≤ (1 + h(x))ε.

Since the inequality 2X ≤ max{exp3(A2), exp5(10
10k6)} implies the desired

bound (6), by Claim 9 we may assume without loss of generality that h(y) ≤
(1 + h(x))ε. This height inequality allows us to apply Theorem 3 to conclude that

there is a collection of at most (8k)6k
3(k+1) vectors A = (A2, . . . , Aℓ) ∈ Qℓ−1

such
that each solution of (14) satisfies

ℓ∑
i=2

AiRi(a)α
a+ηq
i = 0(15)

for one of these vectors A. We will use such linear relations to proceed by induction.

Fix a vector A = (A2, . . . , Aℓ) among the (8k)6k
3(k+1) possibilities and consider

the corresponding version of Equation (15). Assume that at least three of the Ai’s
are nonzero and re-index so that the non-zero Ai’s have indices i = 2, 3, . . . , ℓ′,
where ℓ′ ≤ ℓ. We dehomogenise the above equation to get

1 =

ℓ′∑
i=3

(−Ai/A2)(Ri(a)/R2(a))(αi/α2)
a+ηq.

We take now Γ ⊆ (K∗)
ℓ′−2

to be the rank-two multiplicative subgroup generated
by the vectors (α3/α2, . . . , αℓ′/α2) and ((−A3/A2), . . . , (−Aℓ′/A2)). The above
equation is again of the form x⊤y = 1, where now

x = ((−A3/A2)(α3/α2)
a+ηq, . . . , (−Aℓ′/A2)(αℓ′/α2)

a+ηq)),

and y = (R3(a)/R2(a), . . . , Rℓ′(a)/R2(a)). To continue the induction we wish to
establish the height bound

(16) h(y) ≤ (1 + h(x))ε ,

for the same ε as in Claim 9. The challenge is that the components of A (arising
from the application of Theorem 3) are not known. But in the case at hand this is
not a problem thanks to the following lemma, which is proved in Section A.3:

Claim 10. If X > exp5(10
10k6) then there is at most one value of a+ηq such that

(16) fails for the corresponding x.

Given that our ultimate goal is to prove Inequality (6) we may freely apply
Claim 10 to argue that there is at most solution of (15) for which the corresponding
vector x fails to satisfy (16). This allows us to continue the induction for all but
one solution of (15).

In summary, at step one, the group Γ had rank 1 and the application of Theo-
rem 3 led to a homogeneous equation in at most k− 1 unknowns whose coefficients
had unknown heights. At most one solution of the equation failed to satisfy the
height bound (16) for the induction step, for which we had now a group Γ of rank
2 yielding an equation in at most k − 2 of the unknowns. At each step, when the

rank of Γ was r then the number of equations was at most 2k · (8k)6k3(k+r) and at
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each step there was at most one solution violating the height bound (16). So, if we
have at least

k−2∑
j=1

2k
j∏

i=1

(8k)6k
3(k+i) < k2k(k−2)(8k)6k

3(k−2)+6k3(k−1)(k−2)/2 < (8k)3k
5

solutions of the original Equation (13), then we arrive at a two-dimensional equation
that has at least two solutions. That is, we have

AiRi(a)α
a+ηq
i +AjRj(a)α

a+ηq
j = 0,

for some i ̸= j and some Ai, Aj nonzero, η ∈ {±1}, and the same equation with
(q, a) replaced by (q′, a′). Dividing these two equations yields

Ri(a)

Ri(a′)

Rj(a
′)

Rj(a)
=

(
αj

αi

)(a+ηq)−(a′+ηq′)

.(17)

We now prepare to take heights in Equation (17). As shown in the proof of
Claim 9, we have h(Ri(a)/Ri(a

′)) ≤ 4k log2 X for i = 1, . . . ℓ. Meanwhile Item 2 of
Theorem 1 implies that

h(αi/αj) >
2

k2(log(6k2))3
.

Since |(a+ ηq)− (a′ + ηq′)| >
√
logX, we have

8k log2 X >
√
logX h(αi/αj) >

2
√
logX

k2(log(6k2))3
.

The above inequality can be rewritten
√
logX < c log2 X where c := 4(k log(3k2))3.

But then by Proposition 2 we have X < exp((4c log(2c))2), which implies Inequal-
ity (6), our ultimate goal.

It remains to consider the case that we have fewer than (8k)3k
5

solutions of
Equation (13). In this case we have

log4 X

k!
< (8k)3k

5

and so X < exp5(13k
5 log k) ,

which again implies Inequality (6). This concludes the proof of Theorem 7.

4. The Density of S

This section is devoted to a proof of the following result.

Theorem 11. The set S has lower density at least 0.29 unconditionally and has
density one subject to the Bateman-Horn conjecture.

Recall from Section 3 that we exclude from S all n ∈ N that have two correlated
representations. In Section 4.1 we show that the set of numbers thus excluded has
density zero. In Section 4.2 we show, assuming the Bateman-Horn conjecture, that

# {n ∈ [X, 2X] : r(n) > log4 X} = (1 + o(1))X .(18)

We conclude that S has density one. We also show unconditionally that

# {n ∈ [X, 2X] : r(n) > log4 X} ≥ ((1/κ) + o(1))X ,(19)

for κ the absolute constant in Inequality (4), which entails that S has lower density
at least 1/κ ≥ 0.29.
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In this section the indices p, q, P, P ′ in summations and products run over positive
primes.

4.1. Counting correlated representations. We will need the following simple
fact:

Proposition 12.
∑

q∈A(X)
1
q ∼ log3 X

Proof. Since A(X) = [log2 X,
√
logX], the result follows from Merten’s theorem:∑

q≤n
1
q − log log n = O(1). □

We now have:

Lemma 13. The set of n ∈ [X, 2X] with two correlated representations n = Pq +
a = P ′q′ + a′ (namely such that

q ̸= q′, a ̸= a′ and |(a+ ηq)− (a′ + ηq′)| <
√
logX

for some η ∈ {±1}), is of cardinality O(X/(logX)1/3).

Proof. We fix q ̸= q′ ∈ A(X) and a ̸= a′ ∈ B(X) and count the number of pairs of
primes P and P ′ such that

qP + a = q′P ′ + a′ ∈ [X, 2X] .(20)

A general solution of Equation (20) in nonnegative integers P and P ′ can be
written in the form P = P0 + q′t and P ′ = P ′

0 + qt, where t is a nonnegative
integer parameter and P0, P

′
0 is a particular solution (chosen to minimise P0 and

P ′
0 simultaneously). The condition that qP + a ≤ 2X implies that P ≤ 2X/q and

hence that t ≤ 2X
qq′ . We can apply Inequality (5) with

∆ := |qq′(qP0 − q′P ′
0)| = |qq′(a− a′)| ≠ 0

to deduce that the number of t ≤ 2X
qq′ such that P0+ q′t and P ′

0+ qt are both prime
is

≪ X

qq′(logX)2
∆

φ(∆)
≪ X

qq′(logX)2
|a− a′|

φ(|a− a′|)
≪ X log3 X

qq′(logX)2
,

where we have used the inequality m/φ(m) ≪ log logm in the last step.
We next sum up the number of solutions of (20) over the different choices of

q ̸= q′ ∈ A(X) and a ̸= a′ ∈ B(X) such that |(a+ ηq)− a′ + ηq′)| <
√
logX. Note

here that since q, q ≤
√
logX, the condition |(a+ ηq)− a′ + ηq′)| <

√
logX implies

that |a − a′| < 2
√
logX and hence a′ is determined in at most 2

√
logX different

ways by the choice of a. Moreover, since a ∈ B(X), there at most 2 logX√
log3 X

choices

of a. We thus get a count of

X log3 X

(logX)2

 ∑
q≤

√
logX

1

q

2

logX
√
logX√

log3 X
≪ X(log3 X)2.5√

logX
,

where we use the inequality
∑

q∈A(X)

1

q
≪ log3 X from Proposition 12. This is a

count on the number of sextuples (q, q′, a, a′, P, P ′) satisfying Equation (20), so the
number of n’s arising as Pq+a from such a sextuple is alsoO(X/(logX)1/3). □ □
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4.2. Counting all representations. In view of Lemma 13, to show that S has
density one it suffices to establish Equation (18). We will use the moment method.
To set this up, for i ∈ {0, 1, 2} write

Mi(X) =
∑

n∈[X,2X]
r(n)>log4 X

r(n)i .

We estimate the first moment M1(X) as follows. We have∑
n∈[X,2X]

r(n) =
∑

q∈A(X)
a∈B(X)

∑
X−a

q ≤P≤ 2X−a
q

1

= (1 + o(1))
∑

q∈A(X)
a∈B(X)

X

q logX
(by the Prime Number Theorem)

= (1 + o(1))X
√

log3 X (by Proposition 12).(21)

It follows immediately that M1(X) = (1 + o(1))X
√

log3 X.
Turning to the second moment M2(X), If we were able to show that

(22)
∑

n∈[X,2X]

r(n)2 = (1 + o(1))X log3 X

then it would follow that M2(X) = (1 + o(1))X log3 X and hence, by the Cauchy-
Schwarz inequality M0(X)M2(X) ≥ M1(X)2, that M0(X) = (1 + o(1))X, which
would establish (18).

It thus suffices to establish Equation (22). This is out of the reach of uncon-
ditional techniques, but it follows quite quickly from standard conjectures. In
particular, we show that the Bateman-Horn conjecture implies that for any given
a ̸= a′ ∈ B(X) and q ̸= q′ ∈ A(X), if gcd(a − a′, qq′) = 1 and 2|(a − a′) then the
number of pairs of primes P, P ′ such that

qP + a = q′P ′ + a′ ∈ [X, 2X](23)

is given by

(C + o(1))
X

qq′(logX)2
g(|a− a′|) ,(24)

where

C := 2
∏
p>2

p(p− 2)

(p− 1)2
≈ 1.32 and g(m) :=

∏
p|m
p>2

p− 1

p− 2
.

Indeed, as explained in the proof of Lemma 13, there exist two linear forms f1(t) :=
P0 + q′t and f2(t) := P ′

0 + qt such that the number of solutions of Equation (23) in

primes P and P ′ is equal to the number of values t in the range X−o(X)
qq′ ≤ t ≤ 2X

qq′

such that f1(t) and f2(t) are both prime. The assumptions gcd(a−a′, qq′) = 1 and
2|(a − a′) guarantee that f := f1f2 is admissible in the sense of Conjecture 6—
specifically we have that f does not vanish identically modulo 2, q, or q′. If one of
the previous two assumptions fails then there are no solutions of (23) in primes P
and P ′. We can thus apply Conjecture 6 to obtain the estimate (24) of the number
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of solutions on (23). Note here that the constant Cf in Conjecture 6 becomes
Cg(|a− a′|) in (24).

Taking stock, we see that∑
n∈[X,2X]

r(n)2 =
∑

a,a′∈B(X)
q,q′∈A(X)

∑
P,P ′

qP+a=q′P ′+a′∈[X,2X]

1

=
∑

a ̸=a′∈B(X)
q ̸=q′∈A(X)
2|(a−a′)

gcd(a−a′,qq′)=1

(C + o(1))
X

qq′(logX)2
g(|a− a′|) +O

(
X
√
log3 X

)
.

Here the O(X
√
log3 X) term comes from bounding the contribution of those sum-

mands for which q = q′ or a = a′. Applying Proposition 12 twice to evaluate the
inner sum over q ̸= q′ ∈ A(X), the equation above yields

∑
n∈[X,2X]

r(n)2 = (C + o(1))
X(log3 X)2

(logX)2

∑
a̸=a′∈B(X)
2|(a−a′)

g(|a− a′|) +O
(
X
√

log3 X
)
.

(25)

Next we simply the expression on the right-hand side of Equation (25). Since the
function g is multiplicative, by Theorem 5 we have that for Y tending to infinity:

∑
n≤Y
2|n

g(n) =
∑
n≤Y

2

g(n) =
Y + o(Y )

2

∏
p>2

(
1 +

g(p)− 1

p

)
=

Y + o(Y )

2

∏
p>2

(
1 +

1

p(p− 2)

)
.

(26)

The first equality follows from the observation that g(2n) = g(n) for all n; the
second equality is an application of Theorem 5; the final equality follows from the
fact that g(p) = (p− 1)/(p− 2). Clearly the infinite product on the right-hand side
converges to a finite value.

Recalling that the interval B(X) has length logX√
log3 X

, we deduce from Equa-

tion (26) that∑
a̸=a′∈B(X)
2|(a−a′)

g(|a− a′|) = 1 + o(1)

2

( logX√
log3 X

)2 ∏
p>2

(
1 +

1

p(p− 2)

)

=
1 + o(1)

C

(logX)2

log3 X
.

Substituting the above equation into Equation (25) we deduce Equation (22). This
is what we wanted to prove, and we conclude that S has density one subject to the
Bateman-Horn conjecture.

If, in place of the Bateman-Horn conjecture, one uses the (unconditional) upper
bound from Inequality (4), then the derivation of (22) shows mutatis mutandis that∑

n∈[X,2X]

r(n)2 ≤ κ(1 + o(1))X log3 X ,(27)
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where κ is the absolute constant mentioned in (4). The application of the Cauchy-
Schwarz inequality now yields M0(X) ≥ ((1/κ) + o(1))X. This establishes Equa-
tion (19), which shows that the density of S is at least 1/κ ≥ 0.29.

Appendix A. Deferred Proofs

A.1. Proof of Claim 8.

Claim 8. Suppose that there exists i ∈ {1, . . . , s} such that Ri(a)α
a
i σ(αi)

q = 0,
where Ri a sub-polynomial of Qi (meaning that every monomial in Ri appears in
Qi). Then X < max{exp4(14), exp3(A), exp3(4k log k)}.

Proof. Suppose that Ri(a)α
a
i σ(αi)

q = 0. Write

Ri(x) = bi0x
i0 + bi1x

i1 + · · ·+ bitx
it ,

where t ≥ 1, 0 ≤ i0 < i1 < · · · < it ≤ νi − 1 and bi0 , . . . , bit are nonzero algebraic
integers. Simplifying across by xi0 , we may assume that x = a is a root of

bi0 + bi1x
i1−i0 + · · ·+ bitx

it−i0 .

But then a divides the norm of bi0 , a nonzero integer of size at most (k2A)(2k
2+1)k!.

Since a ∈ B(X), this implies that

logX√
log3 X

< (kA)4(k+2)!,

and so

logX < 2(kA)4(k+2)! log((kA)2(k+2)!) < (kA)8(k+2)! < exp(8(k + 2)k+2 log(kA)) .

This implies that

X < exp3((k + 2) log(k + 2) + log(8 log(kA)))

and this in turn yields the upper bound stated in the claim. Indeed, either

A > 10k log k, and then the above gives X < max{exp4(14), exp3 A}

or

A < 10k log k, in which case X < max{exp4(14), exp3(4k log k)}).

□ □

A.2. Proof of Claim 9.

Claim 9. If 2X > max{exp3(A2), exp5(10
10k6)} then h(y) ≤ (1 + h(x))ε.

Proof. We make a case distinction on the value of h(a). First, assume that h(a) ≥
3k2 log(k2A). Using the height bound on the coefficients of the Ri given in (8)
together with general properties of the height function in Theorem 1, we have that
for some i ∈ {2, . . . , ℓ},

h(y) ≤ h(Ri(a)) + h(R1(a)) ≤ 2kh(a) + 2k log 2 + 2k log((k2A)2k
2+1)

< 2kh(a) + 2k(2k2 + 2) log(k2A) < 2kh(a) + 6k3 log(k2A) < 4kh(a).

We deduce that

h(y) < 4kh(a) = 4k log a < 4k log2 X.
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Next we give a lower bound on h(x). Let α be an element of maximum height
in {αi/αj : 1 ≤ i < j ≤ s}. Then

h(x) ≥ (a− q)h(α) ≥

(
logX

2
√
log3 X

)
h(α) ≥

√
logX h(α) for X > 55,

since logX/(2
√

log3 X) >
√
logX for X > 55. Since α is not a root of unity (by

the non-degeneracy of u) it follows from Item 2 of Theorem 1 that

h(α) ≥ 2

k2(log(3k2))3
.(28)

Suppose that h(y) > (1 + h(x))ε. Then, combining the upper bound on h(y) and
lower bound on h(x), we get that

4(k log(3k2))3(8k)6k
3

log2 X >
√

logX .

Putting c := 4(k log(3k2))3(8k)6k
3

and applying Proposition 2 we deduce that X <
exp((4c log(2c))2). Thus, the hypothesis X > exp5(10

6k6) of the claim implies that
h(y) ≤ (1 + ε)h(x).

It remains to consider the case that h(a) < 3k2 log(k2A). Here, since a ≥
logX√
log3 X

, we have

logX < a
√
log3 X ≤ exp(3k2 log(k2A))

√
log3 X.

This yields

logX < 6k2 log(k2A) exp(3k2(log k2A)) < exp(6k2 log(3k2A)),

and so

X < exp2(6k
2 log(3k2A)).

If A > k log k, then X < max{exp2(100), exp2(A4)} and if A ≤ k log k, then
X < max{exp2(100), exp2(k4)}. But both these upper bounds on X contradict the
lower bound on X in the hypothesis of the claim and so the assumption h(a) <
3k2 log(k2A) leads to a contradiction, i.e., the second case of the proof is vacuous.

□ □

A.3. Proof of Claim 10.

Claim 10. If X > exp5(10
10k6) then there is at most one value of a+ηq such that

(16) fails for the corresponding x.

Proof. Suppose that (16) fails for both (q, a) ̸= (q′, a′). For the vectors x,y and
x,′ y′ respectively corresponding to (q, a) and (q′, a′) we have h(y) > (1 + ε)h(x)
and h(y′) > (1 + ε)h(x′). Adding these two inequalities we get

8k log2 X > 4k log a+ 4k log a′ > h(y) + h(y′) > (2 + h(x) + h(x′))ε

≥ (2 + h(x/x′))ε.(29)

For the right–most inequality above see equation (7.6) in [ESS02]. But in x/x′, the
unknown vector A is gone and

h(x/x′) = h((α3/α2)
(a+ηq)−(a′+ηq′), . . . , (αℓ′/α2)

(a+ηq)−(a′+ηq′)).
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In particular, by (28) and the fact that |(a+ ηq)− (a′ + ηq′)| >
√
logX, we have

h(x/x′) ≥ |(a+ ηq)− (a′ + ηq′)|min{h(αi/αj) : i ̸= j ∈ {2, 3, . . . , ℓ′}}

≥ 2
√
logX

k2(log(3k2))3
.

So the estimate (29) leads to

8kε−1 log2 X >
2
√
logX

k2(log(3k2))3
,

and hence
√
logX < c log2(X) for c := 4(k log(3k2))3(8k)6k

3

. Now Proposition 2
yields X < exp((4c log(2c))2), which contradicts the assumption X ≥ exp5(10

10k6).
□
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