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#### Abstract

We introduce the notion of a twisted rational zero of a non-degenerate linear recurrence sequence (LRS). We show that any non-degenerate LRS has only finitely many such twisted rational zeros. In the particular case of the Tribonacci sequence, we show that $1 / 3$ and $-5 / 3$ are the only twisted rational zeros which are not integral zeros.
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## 1 Introduction

Let $\mathbb{K}$ be a field of characteristic 0 . We fix an algebraic closure $\overline{\mathbb{K}}$. By a $\mathbb{K}$-valued linear recurrence sequence (LRS) of order $m$ we mean a map $U: \mathbb{Z} \rightarrow \mathbb{K}$ such that for every $n \in \mathbb{Z}$ we have

$$
\begin{equation*}
U(n+m)=a_{m-1} U(n+m-1)+\cdots+a_{0} U(n), \tag{1.1}
\end{equation*}
$$

where $a_{0}, \ldots, a_{m-1} \in \mathbb{K}$, with $a_{0} \neq 0$. Sometimes instead of " $\mathbb{K}$-valued LRS" we will say "LRS over $\mathbb{K}$ ".

### 1.1 Twisted zeros and $p$-adic orders

Our initial motivation was the work of Marques and Lengyel [17], who computed the 2 -adic order of the $n^{\text {th }}$ Tribonacci number $T(n)$. The Tribonacci numbers is the $\mathbb{Q}$-valued LRS of order 3 , defined by

$$
T(0)=0, \quad T(1)=T(2)=1, \quad T(n+3)=T(n+2)+T(n+1)+T(n) .
$$

Marques and Lengyel proved that

$$
\nu_{2}(T(n))= \begin{cases}0, & \text { if } n \equiv 1,2 \quad(\bmod 4) ;  \tag{1.2}\\ 1, & \text { if } n \equiv 3,11 \quad(\bmod 16) \\ 2, & \text { if } n \equiv 4,8 \quad(\bmod 16) ; \\ 3, & \text { if } n \equiv 7 \quad(\bmod 16) ; \\ \nu_{2}(n)-1, & \text { if } n \equiv 0 \quad(\bmod 16) ; \\ \nu_{2}(n+4)-1, & \text { if } n \equiv 12 \quad(\bmod 16) ; \\ \nu_{2}(n+17)+1, & \text { if } n \equiv 15 \quad(\bmod 32) \\ \nu_{2}(n+1)+1, & \text { if } n \equiv 31 \quad(\bmod 32)\end{cases}
$$

They conjectured that similar formulas must hold for other primes, not just for $p=2$. This conjecture was refuted in [5], where it is shown that having formulas like (1.2) is exceptional rather than typical.

As one can see in (1.2), on certain residue classes one has formulas like $\nu_{2}(T(n))=\nu_{2}(n-a)+$ const, where $a$ is one of the numbers $0,-1,-4,-17$. This not surprising, because these numbers are exactly the zeros of $T$ : for $n \in \mathbb{Z}$ we have

$$
T(n)=0 \quad \text { if and only if } \quad n \in\{0,-1,-4,-17\}
$$

(For a proof see, for instance, [18], Example 2 on page 360; in that example $u_{n}$ corresponds to our $T(-n)$.)

Let $U$ be a $\mathbb{Q}$-valued LRS; in particular, the coefficients $a_{0}, \ldots, a_{m-1}$ of the recurrence relation (1.1) belong to $\mathbb{Q}$. We call $p$ a regular prime for $U$ if it does not divide the denominators of the rational numbers $a_{0}, \ldots, a_{m-1}$, and the numerator of $a_{0}$. In other words, $a_{0}, \ldots, a_{m-1}$ are $p$-adic integers and $a_{0}$ is a $p$-adic unit.

The following theorem can be easily proved, using $p$-adic analysis, see Section 3.

Theorem 1.1. Let $a$ be a zero of $a \mathbb{Q}$-valued $L R S U$, and $p$ a regular prime for $U$. Then there exist a positive integer $Q$, a positive integer $\kappa$ and an integer $\tau$ such that

$$
\begin{equation*}
\nu_{p}(U(n))=\kappa \nu_{p}(n-a)+\tau \quad \text { when } \quad n \equiv a \quad(\bmod Q) \tag{1.3}
\end{equation*}
$$

Of course the converse also holds: if for some $p$ there exist $Q, \kappa, \tau$ as above such that (1.3) holds, then $a$ is a zero of $U$.

Now let us ask the following slightly more general question: what would happen if we take $n$ in (1.3) not from the residue class of $a$ modulo $Q$, but from a different residue class?

Question 1.2. Let $p$ be a prime number. Assume that there exist

$$
Q \in \mathbb{Z}_{>0}, \quad a^{\prime} \in\{0,1, \ldots, Q-1\}, \quad \kappa \in \mathbb{Z}_{>0}, \quad \tau \in \mathbb{Z}
$$

such that

$$
\nu_{p}(U(n))=\kappa \nu_{p}(n-a)+\tau \quad \text { when } \quad n \equiv a^{\prime} \quad(\bmod Q)
$$

Assume further that $\nu_{p}(n-a)$ is not bounded on the residue class of $a^{\prime}$ modulo $Q$. Does it imply that $a^{\prime} \equiv a(\bmod Q)$ and $U(a)=0$ ?

As the result of Marques and Lengyel implies, it is indeed the case when $U=T$ and $p=2$. But is it true in general?

The answer is "no", as the following example shows.
Example 1.3. Consider $U(n):=2^{n}+1$ and let $p$ be a prime number satisfying $p \equiv \pm 3(\bmod 8)$. Then $2^{(p-1) / 2}+1 \equiv 0(\bmod p)$. Define $\tau:=\nu_{p}\left(2^{(p-1) / 2}+1\right)$. Then

$$
\nu_{p}(U(n))=\nu_{p}(n)+\tau \quad \text { when } \quad n \equiv \frac{p-1}{2} \quad(\bmod p-1)
$$

However, $U(0) \neq 0$, and in fact $U(n)$ does not vanish at all.

The explanation is that 0 is, in fact, a kind of "hidden" zero of the LRS $2^{n}+1$. To give an exact definition, recall that a $\mathbb{K}$-valued LRS $U$ satisfying (1.1) admits the Binet expansion

$$
\begin{equation*}
U(n)=f_{1}(n) \lambda_{1}^{n}+\cdots+f_{s}(n) \lambda_{s}^{n} \quad(n \in \mathbb{Z}) \tag{1.4}
\end{equation*}
$$

where $\lambda_{1}, \ldots, \lambda_{s}$ are the distinct roots of the characteristic polynomial

$$
X^{m}-a_{m-1} X^{m-1}-\cdots-a_{0},
$$

and $f_{1}, \ldots, f_{s}$ are polynomials with coefficients in the field $\mathbb{K}\left(\lambda_{1}, \ldots, \lambda_{s}\right)$. (Note that the roots $\lambda_{i}$ are non-zero, because $a_{0} \neq 0$.) We call $a \in \mathbb{Z}$ a twisted zero of the $\mathbb{K}$-valued LRS $U$ if there exist roots of unity $\xi_{1}, \ldots, \xi_{s} \in \overline{\mathbb{K}}$ such that

$$
\xi_{1} f_{1}(a) \lambda_{1}^{a}+\cdots+\xi_{s} f_{s}(a) \lambda_{s}^{a}=0 .
$$

For example, 0 is a twisted zero of the LRS with general term $2^{n}+1^{n}$, because

$$
1 \cdot 2^{0}+(-1) \cdot 1^{0}=0
$$

In Section 3 we will prove the following theorem, which gives a partial positive answer to Question 1.2.

Theorem 1.4. Let $U$ be $a \mathbb{Q}$-valued $L R S, a \in \mathbb{Z}$ and $p$ a regular prime number for $U$. Assume that there exists a sequence of integers $\left(n_{k}\right)$ satisfying

$$
\nu_{p}\left(U\left(n_{k}\right)\right) \rightarrow+\infty, \quad \nu_{p}\left(n_{k}-a\right) \rightarrow+\infty
$$

Then $a$ is a twisted zero of $U$.
There is another phenomenon discovered in [5], again in the context of Tribonacci numbers. There exist infinitely many prime numbers $p$ such that $\nu_{p}(T(n)) \geq \nu_{p}(n-1 / 3)$ for $n \equiv 1 / 3(\bmod p-1)$, and the same holds true with $1 / 3$ replaced by $-5 / 3$; see [5, Theorem 1.5]. The reason is that $1 / 3$ and $-5 / 3$ can be viewed as "rational zeros" of the LRS $T$, see [5, Section 2].

Let us give the general definition. We call $a \in \mathbb{Q}$ a rational zero of the $\mathbb{K}$ valued LRS $U$ with Binet expansion (1.4) if, for some definition of the rational powers $\lambda_{1}^{a}, \ldots, \lambda_{s}^{a} \in \overline{\mathbb{K}}$, we have

$$
f_{1}(a) \lambda_{1}^{a}+\cdots+f_{s}(a) \lambda_{s}^{a}=0 .
$$

We call $a$ a twisted rational zero (TRZ) of $U$ if, for some definition of $\lambda_{1}^{a}, \ldots, \lambda_{s}^{a}$ and some roots of unity $\xi_{1}, \ldots, \xi_{s}$, we have

$$
\xi_{1} f_{1}(a) \lambda_{1}^{a}+\cdots+\xi_{s} f_{s}(a) \lambda_{s}^{a}=0 .
$$

Theorem 1.4 remains true assuming that $a \in \mathbb{Q}$.
Theorem 1.5. Let $U$ be $a \mathbb{Q}$-valued LRS, $a \in \mathbb{Q}$ and $p$ a regular prime number for $U$. Assume that there exists a sequence of integers $\left(n_{k}\right)$ satisfying

$$
\begin{equation*}
\nu_{p}\left(U\left(n_{k}\right)\right) \rightarrow+\infty, \quad \nu_{p}\left(n_{k}-a\right) \rightarrow+\infty . \tag{1.5}
\end{equation*}
$$

Then $a$ is a TRZ of $U$.

This theorem is proved in Section 3 as well.
One may ask whether the converse is true; that is, if $a$ is a TRZ, then there exists a sequence of integers $\left(n_{k}\right)$ satisfying (1.5). Easy examples show that the answer is "no" in general.
Example 1.6. If $p \equiv-1(\bmod 8)$ then $\nu_{p}\left(2^{n}+1\right)=0$ for all $n$, though 0 is a twisted zero of the LRS $2^{n}+1^{n}$.

One may still hope that, when $a$ is a TRZ, this holds for infinitely many primes.
Question 1.7. Let a be a TRZ of a non-degenerate $\mathbb{Q}$-valued LRS U. Are there infinitely many prime numbers $p$ with the following property: there exists a sequence of integers $\left(n_{k}\right)$ satisfying (1.5)?

We show that the answer is "yes" for twisted integral zeros of LRS of order 2; in fact, we will show that for them an analogue of Theorem 1.1 holds. However, we do not know the answer for rational zeros. As for LRS of higher order, the answer is, in general, "no" even for integral twisted zeros. See Section 6 for the details.

### 1.2 Finiteness

Call a non-zero LRS with roots $\lambda_{1}, \ldots, \lambda_{s}$ non-degenerate if $\lambda_{k} / \lambda_{\ell}$ is not a root of unity for $k \neq \ell$. The following statement is the classical Skolem-Mahler-Lech Theorem.

Theorem 1.8 (Skolem-Mahler-Lech). A non-degenerate linear recurrence sequence $U$ over a field of characteristic 0 has at most finitely many zeros:

$$
\#\{n \in \mathbb{Z}: U(n)=0\}<\infty
$$

In Section 4 we prove that the same holds true for TRZs.
Theorem 1.9. Let $U$ be a non-degenerate linear recurrence sequence with values in a field of characteristic zero. Then $U$ admits at most finitely many TRZs.

The proof is a variation of the principal argument of Laurent's article [14]. The main step is bounding the denominators of the TRZs; moreover, the bound is effective if $\mathbb{K}$ is a number field. After the denominators are bounded, Theorem 1.9 can be reduced to the Skolem-Mahler-Lech theorem using the existing results about equations in roots of unity $[10,11,16]$.

The Skolem-Mahler-Lech Theorem is, in general, non-effective, and so is our Theorem 1.9: while we bound effectively the denominators of the TRZs, we cannot do the same for their numerators. However, the Skolem-Mahler-Lech Theorem can be made effective in many special cases, and so can be Theorem 1.9. To illustrate this, we prove (see Section 5) the following.

Theorem 1.10. The only TRZs of the Tribonacci sequence $T$ are

$$
0,-1,-4,-17, \frac{1}{3},-\frac{5}{3}
$$

## 2 Preliminaries

In this section we collect some basic facts and conventions that will be used throughout the article, usually without special reference.

### 2.1 Fields

The letter $p$ denotes a prime number, and blackboard boldface letters $\mathbb{K}, \mathbb{L}, \mathbb{M}$ etc. denote (unless indicated otherwise) fields of characteristic 0 . In particular, they can be number fields or local fields (finite extensions of $\mathbb{Q}_{p}$ ). If $\mathbb{K}$ is a number field and $\mathfrak{p}$ is a prime of $\mathbb{K}$ then $\mathbb{K}_{\mathfrak{p}}$ denotes the $\mathfrak{p}$-adic completion.

For every positive integer $m$ we fix a primitive root of unity of order $m$ and denote it $\zeta_{m}$. We denote by $\mu_{m}$ the group of roots of unity of order $m$. Given a field $\mathbb{K}$, we denote by $\mu_{\mathbb{K}}$ the group of roots of unity belonging to $\mathbb{K}$.

The following lemma, which is Theorem 9.1 in [13, Chapter VI], will be used in the article on several occasions.

Lemma 2.1. Let $\mathbb{K}$ be a field of characteristic 0 and $\alpha \in \mathbb{K}^{\times}$. Let $m$ be a positive integer. Assume that

$$
\begin{align*}
& \text { for all } p \mid m \text { we have } \alpha \notin \mathbb{K}^{p} \text {, }  \tag{2.1}\\
& \text { when } 4 \mid m \text { we have } \alpha \notin-4 \mathbb{K}^{4} \text {. } \tag{2.2}
\end{align*}
$$

Then the polynomial $X^{m}-\alpha$ is irreducible in $\mathbb{K}[X]$.
Remark 2.2. If $\sqrt{-1} \in \mathbb{K}$ then assumption (2.2) can be omitted, because in this case $-4 \in \mathbb{K}^{4}$ and (2.2) follows from (2.1).

### 2.2 Linear recurrence sequences

Let $U$ be an LRS with values in a field $\mathbb{K}$. We call $m$ the minimal order of $U$ if $U$ admits a linear recurrence relation of order $m$, but not of order strictly smaller than $m$. By convention, the minimal order of the identically zero LRS is set to be 0 .

Let $m$ be the minimal order of a (non-zero) LRS $U$ with values in $\mathbb{K}$. Then the coefficients $a_{0}, \ldots, a_{m-1}$ of the recurrence relation

$$
U(n+m)=a_{m-1} U(n+m-1)+\cdots+a_{0} U(n)
$$

are well-defined and belong to the field $\mathbb{K}$. Fix an algebraic closure $\overline{\mathbb{K}}$, and let $\lambda_{1}, \ldots, \lambda_{s} \in \overline{\mathbb{K}}$ be the distinct roots of the characteristic polynomial

$$
\begin{equation*}
X^{m}-a_{m-1} X^{m-1}-\cdots-a_{0} \tag{2.3}
\end{equation*}
$$

Then $U$ admits the Binet expansion

$$
U(n)=f_{1}(n) \lambda_{1}^{n}+\cdots+f_{s}(n) \lambda_{s}^{n}
$$

where $f_{1}, \ldots, f_{s}$ are polynomials with coefficients in the field $\mathbb{K}\left(\lambda_{1}, \ldots, \lambda_{s}\right)$, such that the order of $\lambda_{i}$ as a root of the characteristic polynomial (2.3) is equal to $\operatorname{deg} f_{i}+1$. In particular, the polynomials $f_{i}$ are all non-zero, and

$$
\sum_{i=1}^{s}\left(\operatorname{deg} f_{i}+1\right)=m
$$

Unless the contrary is stated explicitly, in this article, when referring to an LRS of order $m$, we will assume that $m$ is the minimal order of this LRS.

It is important to note the following: if $U$ is non-degenerate then it does not vanish identically on any residue class; that is, for any positive integer $N$ and any $\ell \in\{0, \ldots, N-1\}$, the function $n \mapsto U(\ell+N n)$ is not identically zero. Indeed, assuming non-degeneracy of $U$, the numbers $\lambda_{1}^{N}, \ldots, \lambda_{s}^{N}$ are all distinct. Hence

$$
U(\ell+N n)=\sum_{i=1}^{s} h_{i}(n) \theta_{i}^{n}, \quad \text { where } \quad h_{i}(T):=\lambda_{i}^{\ell} f_{i}(\ell+N T), \quad \theta_{i}:=\lambda_{i}^{N}
$$

This implies that $U(\ell+N n)$ is an LRS of the same minimal order as $U$; in particular, it is not identically zero.

## 3 Twisted rational zeros and the $p$-adic order

In this section we prove Theorems 1.1, 1.4 and 1.5 from the Introduction. The proofs rely on Skolem's p-adic interpolation of LRS, briefly recalled in Subsections 3.1 and 3.2.

## $3.1 \quad p$-adic analytic functions

In this subsection we recall some very basic facts about $p$-adic analytic functions. Most of them are quite standard. All missing proofs, unless indicated otherwise, can be found in any standard text like [12] or [19].

Let $p$ be a prime number. We fix an algebraic closure $\overline{\mathbb{Q}_{p}}$, and extend the standard $p$-adic absolute value $|\cdot|_{p}$ to $\overline{\mathbb{Q}_{p}}$, so that $|p|_{p}=p^{-1}$. We will also use the additive valuation $\nu_{p}$ defined by $\nu_{p}(z)=-\log |z|_{p} / \log p$ for $z \in \overline{\mathbb{Q}}_{p} \times$, with the convention $\nu_{p}(0)=+\infty$. All algebraic extensions of $\mathbb{Q}_{p}$ occurring below will be viewed as subfields of this fixed $\overline{\mathbb{Q}_{p}}$.

Let $\mathbb{K}$ be a finite extension of $\mathbb{Q}_{p}$. For $a \in \mathbb{K}$ and $r>0$ we denote $\mathcal{D}(a, r)$ and $\overline{\mathcal{D}}(a, r)$ (or $\mathcal{D}_{\mathbb{K}}(a, r), \overline{\mathcal{D}_{\mathbb{K}}}(a, r)$, if we want to indicate that the disk is in the field $\mathbb{K}$ ) the open and the closed disks with center $a$ and radius $r$ :

$$
\mathcal{D}(a, r)=\left\{z \in \mathbb{K}:|z-a|_{p}<r\right\}, \quad \overline{\mathcal{D}}(a, r)=\left\{z \in \mathbb{K}:|z-a|_{p} \leq r\right\} .
$$

It might be worth noting that every open disk in $\mathbb{K}$ is also closed, and any closed disk is open. That is, for every $r>0$ there exist $r^{\prime}, r^{\prime \prime}>0$ such that

$$
\mathcal{D}(a, r)=\overline{\mathcal{D}}\left(a, r^{\prime}\right), \quad \overline{\mathcal{D}}(a, r)=\mathcal{D}\left(a, r^{\prime \prime}\right)
$$

Another useful observation is that every point of a disk serves as its center: if $b \in \mathcal{D}(a, r)$ then $\mathcal{D}(a, r)=\mathcal{D}(b, r)$, and similarly for the closed disks.

We denote by $\mathcal{O}_{\mathbb{K}}$, or simply by $\mathcal{O}$ if this does not lead to a confusion, the ring of integers of $\mathbb{K}$ :

$$
\mathcal{O}=\left\{z \in \mathbb{K}:|z|_{p} \leq 1\right\}=\overline{\mathcal{D}}(0,1)
$$

Let $D$ be a disk in $\mathbb{K}$ (open or closed), and $\mathbb{L}$ a finite extension of $\mathbb{K}$. We call $g: D \rightarrow \mathbb{L}$ an analytic function if for some $a \in D$ we have

$$
\begin{equation*}
g(z)=\sum_{n=0}^{\infty} \alpha_{n}(z-a)^{n} \quad(z \in D) \tag{3.1}
\end{equation*}
$$

where $\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots \in \mathbb{L}$. In particular, the infinite sum on the right converges for all $z \in D$.

Here are some simple properties of analytic functions, to be used below without special reference.

1. The coefficients $\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots$ are well-defined as soon as $g$ and $a$ are given. In particular, if the coefficients are not all 0 , then $g$ is a non-zero function.
2. The analytic function $g$ admits a power series expansion around any other $b \in D$. Specifically, for any $b \in \mathcal{O}$ we have

$$
\begin{equation*}
g(z)=\sum_{k=0}^{\infty} \beta_{k}(z-b)^{k} \tag{3.2}
\end{equation*}
$$

where

$$
\beta_{k}=\frac{g^{(k)}(b)}{k!}=\sum_{n=k}^{\infty}\binom{n}{k} \alpha_{n}(b-a)^{n-k} .
$$

3. An analytic function on $D$ is bounded. Indeed, set

$$
r:=\max \left\{|z-w|_{p}: z, w \in D\right\} .
$$

Then $D=\overline{\mathcal{D}}(a, r)$, and convergence in (3.1) is equivalent to $\left|\alpha_{n}\right|_{p} r^{n} \rightarrow 0$. In particular, the sequence $\left|\alpha_{n}\right|_{p} r^{n}$ is bounded. Hence $\alpha_{n}(z-a)^{n}$ is bounded uniformly in $z \in D$. It follows that $g$ is bounded.
4. A non-zero analytic function on a disk $D$ may have at most finitely many zeros in $D$; this is because $D$ is compact and the zeros are isolated. A quantitative version is given by the classical Theorem of Strassmann; see, for instance, [8, Theorem 4.1].

Theorem 3.1. Let $\mathbb{K}$ be a finite extension of $\mathbb{Q}_{p}$ of ramification index $e$, and let $g: \mathbb{Z}_{p} \rightarrow \mathbb{K}$ be an analytic function, not identically 0 . Denote by $\mathcal{A}$ the (finite) set of zeros of $g$. Then there exists a positive integer $k$ such that for every $i \in\left\{0,1, \ldots, p^{k}-1\right\}$ we have one of the following two options.
(C) There exists $\tau_{i} \in \mathbb{Z}$ such that for $z \in \mathbb{Z}_{p}$ satisfying $z \equiv i\left(\bmod p^{k}\right)$ we have $\nu_{p}(g(z))=e^{-1} \tau_{i}$; in other words, $\nu_{p}(g(z))$ is constant on the residue class $z \equiv i\left(\bmod p^{k}\right)$.
(L) There exist

$$
a_{i} \in \mathcal{A}, \quad \tau_{i} \in \mathbb{Z}, \quad \kappa_{i} \in \mathbb{Z}_{>0}
$$

such that $a_{i} \equiv i\left(\bmod p^{k}\right)$, and for $z \in \mathbb{Z}_{p}$ satisfying $z \equiv i\left(\bmod p^{k}\right)$ we have

$$
\nu_{p}(g(z))=\kappa_{i} \nu_{p}\left(z-a_{i}\right)+e^{-1} \tau_{i} .
$$

Proof. This is Theorem 3.2 from [5].
We denote

$$
\begin{equation*}
\rho:=p^{-1 /(p-1)} . \tag{3.3}
\end{equation*}
$$

Let us recall the definition and the basic properties of the $p$-adic exponential and logarithmic function.

1. For $z \in \mathcal{D}(0, \rho)$ we define

$$
\exp (z)=\sum_{n=0}^{\infty} \frac{z^{n}}{n!}
$$

For $z, w \in \mathcal{D}(0, \rho)$ we have

$$
|\exp (z)-1|_{p}=|z|_{p}, \quad \exp (z+w)=\exp (z) \exp (w), \quad \exp ^{\prime}(z)=\exp (z)
$$

2. For $z \in \mathcal{D}(1,1)$ we define

$$
\log (z)=\sum_{n=1}^{\infty} \frac{(-1)^{n-1}(z-1)^{n}}{n}
$$

For $z, w \in \mathcal{D}(1,1)$ we have

$$
\log (z w)=\log (z)+\log (w), \quad \log ^{\prime}(z)=\frac{1}{z}
$$

3. For $z \in \mathcal{D}(1, \rho)$ we have

$$
|\log (z)|_{p}=|z-1|_{p}, \quad \exp (\log (z))=z .
$$

4. For $z \in \mathcal{D}(0, \rho)$ we have $\log (\exp (z))=z$.

## $3.2 p$-adic analytic interpolation of a linear recurrence sequence

The contents of this subsection is very classical and goes back to Skolem. Still, we prefer to include some proofs for the reader's convenience.

Let $U$ be a non-zero LRS of (minimal) order $m$ with values in a number field $\mathbb{K}$. We write its recurrence relation as

$$
U(n+m)=a_{m-1} U(n+m-1)+\cdots+a_{0} U(n)
$$

where $a_{0}, \ldots, a_{m-1} \in \mathbb{K}$.
We call a prime $\mathfrak{p}$ of $\mathbb{K}$ regular for $U$ if $a_{1}, \ldots, a_{m}$ are $\mathfrak{p}$-adic integers and $a_{0}$ is a $\mathfrak{p}$-adic unit.

Let $\mathfrak{p}$ be a regular prime for $U$, and $\mathbb{K}_{\mathfrak{p}}$ the $\mathfrak{p}$-adic completion of $\mathbb{K}$. It is a finite extension of $\mathbb{Q}_{p}$, where $p$ is the rational prime number below $\mathfrak{p}$.
Proposition 3.2 (Skolem). There exists a positive integer $N$ and analytic functions

$$
g_{0}, \ldots, g_{N-1}: \mathbb{Z}_{p} \rightarrow \mathcal{O}_{\mathbb{K}_{\mathfrak{p}}}
$$

such that

$$
\begin{equation*}
u(\ell+N n)=g_{\ell}(n) \quad(\ell \in\{0, \ldots, N-1\}, \quad n \in \mathbb{Z}) \tag{3.4}
\end{equation*}
$$

Moreover, if the LRS $U$ is non-degenerate, then none of the functions $g_{\ell}$ vanishes identically.
Proof. Denote by $\mathbb{L}$ the splitting field over $\mathbb{K}_{\mathfrak{p}}$ of the characteristic polynomial $X^{m}-a_{m-1} X^{m-1}-\cdots-a_{0}$. Then $U$ admits the Binet expansion

$$
U(n)=f_{1}(n) \lambda_{1}^{n}+\cdots+f_{s}(n) \lambda_{s}^{n}
$$

where $\lambda_{1}, \ldots, \lambda_{s}$ are the distinct roots of the characteristic polynomial, and $f_{1}, \ldots, f_{s}$ are non-zero polynomials with coefficients in $\mathbb{L}$. Since $p$ is a regular prime, $\lambda_{1}, \ldots, \lambda_{s} \in \mathcal{O}_{\mathbb{L}}^{\times}$.

Let $\rho$ be defined as in (3.3). Since $\rho<1$, the disk $\mathcal{D}_{\mathbb{L}}(1, \rho)$ is a multiplicative group. It is a finite index subgroup of $\mathcal{O}_{\mathbb{L}}^{\times}$, because $\mathcal{O}_{\mathbb{L}}^{\times}$is compact and $\mathcal{D}_{\mathbb{L}}(1, \rho)$ is open. Hence there exists a positive integer $N$ such that $x^{N} \in \mathcal{D}_{\mathbb{L}}(1, \rho)$ for every $x \in \mathcal{O}_{\mathbb{L}}^{\times}$. Note that we have

$$
\begin{equation*}
x^{N n}=\exp \left(n \log \left(x^{N}\right)\right) \quad\left(x \in \mathcal{O}_{\mathbb{L}}^{\times}, \quad n \in \mathbb{Z}\right) \tag{3.5}
\end{equation*}
$$

Now define, for $\ell=0,1, \ldots, N-1$ and $z \in \mathbb{Z}_{p}$,

$$
g_{\ell}(z):=\sum_{i=1}^{s} \lambda_{i}^{\ell} f_{i}(\ell+N z) \exp \left(z \log \left(\lambda_{i}^{N}\right)\right)
$$

Note that, a priori, $g_{\ell}(z) \in \mathbb{L}$, but we will see that $g_{\ell}(z) \in \mathbb{K}_{\mathfrak{p}}$ in a while.
From (3.5) we deduce that (3.4) holds. In particular, $g_{\ell}(z) \in \mathbb{K}$ when $z \in \mathbb{Z}$. Since $\mathbb{Z}$ is dense in $\mathbb{Z}_{p}$, we have $g_{\ell}(z) \in \mathbb{K}_{\mathfrak{p}}$ for all $z \in \mathbb{Z}_{p}$.

When $U$ is non-degenerate, the function $g_{\ell}$ does not vanish identically, because the function $n \mapsto U(\ell+N n)$ does not, see Subsection 2.2.

As a by-product, we prove the Theorem of Skolem-Mahler-Lech (see Theorem 1.8 above) for $\overline{\mathbb{Q}}$-valued LRS.
Corollary 3.3 (Skolem-Mahler-Lech). Let $U$ be a non-degenerate $\overline{\mathbb{Q}}$-valued $L R S$. Then the equation $U(n)=0$ has at most finitely many solutions in $n \in \mathbb{Z}$.

Proof. Pick some prime $\mathfrak{p}$ regular for $U$. Then each of the analytic functions $g_{\ell}$ has at most finitely many zeros on $\mathbb{Z}_{p}$, hence on $\mathbb{Z}$.

Actually, the Skolem-Mahler-Lech Theorem, as stated in Theorem 1.8, applies to LRS over an arbitrary field of characteristic 0 . To extend it to this generality, one more ingredient is needed, the Lech-Cassels Specialization Theorem, see [7].

### 3.3 Proof of Theorems 1.1, 1.4 and 1.5

Let $U$ be an LRS taking values in a number field $\mathbb{K}$, and let $\mathfrak{p}$ be a prime of $\mathbb{K}$ regular for $U$, see Subsection 3.2. We denote by $p$ the rational prime below $\mathfrak{p}$. In this section we prove the following two theorems, which generalize Theorems 1.1, 1.4 and 1.5 from the Introduction.

Theorem 3.4. Let a be a zero of $U$. Then there exist a positive integer $Q$, a positive integer $\kappa$ and an integer $\tau$ such that $\nu_{\mathfrak{p}}(U(n))=\kappa \nu_{p}(n-a)+\tau$ for $n \equiv a(\bmod Q)$.
Theorem 3.5. Let $a \in \mathbb{Q}$ be such that there exists a sequence of integers $\left(n_{k}\right)$ satisfying

$$
\nu_{\mathfrak{p}}\left(U\left(n_{k}\right)\right) \rightarrow+\infty, \quad \nu_{p}\left(n_{k}-a\right) \rightarrow+\infty
$$

Then $a$ is a TRZ of $U$.
Theorem 3.4 is more general than Theorem 1.1, while Theorem 3.5 is more general than Theorem 1.5 (and, a fortiori, than Theorem 1.4).

Proof of Theorem 3.4. Let the integer $N$ and the functions $g_{0}, \ldots, g_{N-1}$ be as in Proposition 3.2. Let $\ell \in\{0, \ldots, N-1\}$ be such that $a \equiv \ell(\bmod N)$. Write $a=\ell+b N$ with $b \in \mathbb{Z}$. In the sequel, we denote $g:=g_{\ell}$. We have $g(b)=0$.

Theorem 3.1 implies that there exist positive integers $k$ and $\tau^{\prime}$, and an integer $\kappa^{\prime}$ such that for $z \equiv b\left(\bmod p^{k}\right)$ we have

$$
\begin{equation*}
\nu_{p}(g(z))=\kappa^{\prime} \nu_{p}(z-b)+e^{-1} \tau^{\prime} . \tag{3.6}
\end{equation*}
$$

Now set

$$
Q:=N p^{k}, \quad \kappa:=e \kappa^{\prime}, \quad \tau:=\tau^{\prime}-\kappa \nu_{p}(N) .
$$

Let $n \equiv a(\bmod Q)$. Then $n \equiv \ell(\bmod N)$, and for $m:=(n-\ell) / N$ we have

$$
m \equiv b \quad\left(\bmod p^{k}\right), \quad \nu_{p}(m-b)=\nu_{p}(n-a)-\nu_{p}(N), \quad g(m)=U(n) .
$$

Applying (3.6) with $z=m$, we obtain

$$
\nu_{\mathfrak{p}}(U(n))=e \nu_{p}(g(m))=e \kappa^{\prime} \nu_{p}(m-b)+\tau^{\prime}=\kappa \nu_{p}(n-a)+\tau .
$$

The theorem is proved.

Proof of Theorem 3.5. Once again, let $N$ and $g_{0}, \ldots, g_{N-1}$ be as in Proposition 3.2. Let $\ell \in\{0, \ldots, N-1\}$ be such that $n_{k} \equiv \ell(\bmod N)$ holds for infinitely many $k$. By taking a subsequence, we may assume that this holds for all $k$. We denote $g:=g_{\ell}$.

Set $b:=(a-\ell) / N$ and $m_{k}:=\left(n_{k}-\ell\right) / N$. Then, $m_{k} \rightarrow b$ and $g\left(m_{k}\right) \rightarrow 0$ in the $p$-adic topology. Hence $g(b)=0$.
(Note that, unlike in the proof of Theorem 3.4, we do not, in general, have $g(b)=U(\ell+N b)=U(a)$; this would only be true if $b \in \mathbb{Z}$. But this is not true in general: $b$ is merely a rational number, not necessarily an integer.)

Recall that

$$
g(z)=g_{\ell}(z)=\sum_{i=1}^{s} \lambda_{i}^{\ell} h_{i}(z), \quad \text { where } \quad h_{i}(z):=f_{i}(\ell+N z) \exp \left(z \log \left(\lambda_{i}^{N}\right)\right)
$$

Let $A$ be the denominator of the rational number $a$. Then

$$
\left(h_{i}(b)\right)^{A N}=\left(\lambda_{i}^{\ell} f_{i}(a)\right)^{A N} \exp \left(A N b \log \left(\lambda_{i}^{N}\right)\right)
$$

Since $A N b \in \mathbb{Z}$, we have $\exp \left(A N b \log \left(\lambda_{i}^{N}\right)\right)=\lambda_{i}^{A N^{2} b}$. Hence

$$
\left(h_{i}(b)\right)^{A N}=\lambda_{i}^{A N \ell+A N^{2} b} f_{i}(a)^{A N}=\left(\lambda_{i}^{a} f_{i}(a)\right)^{A N}
$$

where we pick some definition for the rational power $\lambda_{i}^{a}$. Thus,

$$
h_{i}(b)=\xi_{i} \lambda_{i}^{a} f(a),
$$

where $\xi_{i}$ is a root of unity.
We have proved that

$$
0=g(b)=\sum_{i=1}^{s} \xi_{i} \lambda_{i}^{a} f(a)
$$

which exactly means that $a$ is a TRZ of $U$. The theorem is proved.

## 4 Finiteness of twisted rational zeros

In this section we prove Theorem 1.9. Throughout this section, unless the contrary is stated explicitly, $\mathbb{K}$ is a field of characteristic 0 . We fix an algebraic closure $\overline{\mathbb{K}}$.

For a positive integer $n$ we fix $\zeta_{n} \in \overline{\mathbb{K}}$, a primitive $n^{\text {th }}$ root of unity. Recall that we denote by $\mu_{n}$ the group of $n^{\text {th }}$ roots of unity, and by $\mu_{\mathbb{K}}$ the group of roots of unity in $\mathbb{K}$. We denote by $\mathbb{K}^{n}$ the set of $n^{\text {th }}$ powers in $\mathbb{K}$ :

$$
\mathbb{K}^{n}:=\left\{\alpha^{n}: \alpha \in \mathbb{K}\right\} .
$$

We denote by $\mathbb{K}_{\mathrm{ab}}$ the maximal abelian subfield of $\mathbb{K}$; that is, the maximal subfield of $\mathbb{K}$ which is an abelian extension of $\mathbb{Q}$.

### 4.1 Powers in fields

The following result is due to Chevalley [9] and Bass [1]. The proofs can be also found in [20] and [2].

Theorem 4.1. [Chevalley, Bass] Let $\mathbb{K}$ be a finitely generated field of characteristic 0 (in particular, $\mathbb{K}_{\mathrm{ab}}$ is a finite extension of $\mathbb{Q}$ ). Then there exists a positive integer $\Lambda$, depending only on the degree $d:=\left[\mathbb{K}_{\mathrm{ab}}: \mathbb{Q}\right]$, such that for every positive integer $n$ the following holds: if $\alpha \in \mathbb{K}$ is a $\Lambda n^{\text {th }}$ power in $\mathbb{K}\left(\zeta_{\Lambda n}\right)$, then $\alpha$ is an $n^{\text {th }}$ power in $\mathbb{K}$. In symbols:

$$
\begin{equation*}
\mathbb{K}\left(\zeta_{\Lambda n}\right)^{\Lambda n} \cap \mathbb{K} \subset \mathbb{K}^{n} \quad(n=1,2,3, \ldots) \tag{4.1}
\end{equation*}
$$

The smallest positive integer $\Lambda$ satisfying (4.1) will be called the ChevalleyBass number of the field $\mathbb{K}$; see [2, Section 6].

It might not be easy to determine the Chevalley-Bass number of a given field $\mathbb{K}$, but it is easy to estimate it in terms of $d:=\left[\mathbb{K}_{\mathrm{ab}}: \mathbb{Q}\right]$. For instance, it is shown in [2, Section 6.1] that, when $d \geq 3$, the Chevalley-Bass number $\Lambda$ satisfies $\Lambda \leq \exp \left(d^{2 / \log \log d}\right)$.

It will be convenient to introduce the following notion. For $\alpha \in \mathbb{K}^{\times}$we define the Kummer exponent of $\alpha$ in $\mathbb{K}$ as the biggest positive integer $n$ such that $\alpha \xi \in \mathbb{K}^{n}$ for some root of unity $\xi \in \mathbb{K}$. In symbols:

$$
\varrho_{\mathbb{K}}(\alpha):=\max \left\{n: \alpha \in \mu_{\mathbb{K}} \mathbb{K}^{n}\right\}
$$

(recall that $\mu_{\mathbb{K}}$ denotes the group of roots of unity in $\mathbb{K}$ ). Clearly, $\varrho_{\mathbb{K}}(\alpha)=\infty$ if $\alpha$ is a root of unity, and, when $\mathbb{K}$ is a finitely generated field, $\varrho_{\mathbb{K}}(\alpha)$ is finite if $\alpha$ is not a root of unity.

Proposition 4.2. Let $\alpha \in \mathbb{K}$ be such that $\varrho_{\mathbb{K}}(\alpha)$ is finite, and $n$ a positive integer.

1. We have $\alpha \in \mu_{\mathbb{K}} \mathbb{K}^{n}$ if and only if $n \mid \varrho_{\mathbb{K}}(\alpha)$.
2. Let $\alpha^{1 / n} \in \overline{\mathbb{K}}$ be some determination of the $n^{\text {th }}$ root, and $\xi \in \overline{\mathbb{K}}$ a root of unity. Then the degree $\left[\mathbb{K}\left(\alpha^{1 / n} \xi\right): \mathbb{K}\right]$ is a multiple of $n / \operatorname{gcd}\left(\varrho_{\mathbb{K}}(\alpha), n\right)$.

Proof. Item 1 follows immediately from the definition. To prove item 2, define

$$
\mathbb{L}:=\mathbb{K}\left(\alpha^{1 / n} \xi\right), \quad m:=[\mathbb{L}: \mathbb{K}], \quad \rho:=\varrho_{\mathbb{K}}(\alpha), \quad d:=\operatorname{gcd}(m, n)
$$

All conjugates of $\alpha^{1 / n}$ over $\mathbb{K}$ are equal to $\alpha^{1 / n}$ times a root of unity. Hence $\beta:=\mathcal{N}_{\mathbb{L} / \mathbb{K}}\left(\alpha^{1 / n} \xi\right)$ is $\alpha^{m / n}$ times a root of unity. Let $r, s \in \mathbb{Z}$ be such that $m r+n s=d$. Then $\gamma:=\alpha^{s} \beta^{r}$ is $\alpha^{d / n}$ times a root of unity. Since $\gamma^{n / d}$ is $\alpha$ times a root of unity, we have $n / d \mid \rho$. Hence $n / d \mid \operatorname{gcd}(\rho, n)$. It follows that $n / \operatorname{gcd}(\rho, n)$ divides $d$. Hence it divides $m$.

### 4.2 Equations in roots of unity

The following result is due to Dvornicich and Zannier [11, 24], who improved on the previous work of Mann [16] and of Conway and Jones [10]. In this subsection $\mathbb{K}$ is a finitely generated field of characteristic 0 .
Theorem 4.3. [Dvornicich, Zannier] Let $\alpha_{1}, \ldots, \alpha_{s}$ be non-zero elements of $\mathbb{K}$, and $\xi_{1}, \ldots, \xi_{s} \in \overline{\mathbb{K}}$ roots of unity. Assume that

$$
\alpha_{1} \xi_{1}+\cdots+\alpha_{s} \xi_{s}=1
$$

and no proper sub-sum of the sum on the left vanishes: $\sum_{i \in I} \alpha_{i} \xi_{i} \neq 0$ when $\varnothing \subsetneq I \subsetneq\{1, \ldots, s\}$. Then the order of the multiplicative group generated by $\xi_{1}, \ldots, \xi_{s}$ is effectively bounded in terms of $d=\left[\mathbb{K}_{\mathrm{ab}}: \mathbb{Q}\right]$ and $s$.

In fact, Dvornicich and Zannier prove that, denoting by $r$ the order of the group generated by $\xi_{1}, \ldots, \xi_{s}$, we have the following properties:

- if $p^{a+1} \mid r$ for some positive integer $a$ then $p^{a} \mid 2 d$;

$$
\text { - } s+1 \geq \operatorname{dim}_{\mathbb{K}}\left(\mathbb{K}+\mathbb{K} \xi_{1}+\cdots+\mathbb{K} \xi_{s}\right) \geq 1+\sum_{p \| r}\left(\frac{p-1}{\operatorname{gcd}(d, p-1)}-1\right)
$$

Clearly, using these properties, it is easy to bound $r$ explicitly in terms of $d$ and $s$.

### 4.3 A Kummer property

As before, $\mathbb{K}$ is a finitely generated field of characteristic 0 . Recall that we denote by $\mathbb{K}_{\mathrm{ab}}$ the maximal abelian subfield of $\mathbb{K}$. Let $\Gamma$ be the division group of the multiplicative group $\mathbb{K}^{\times}$:

$$
\Gamma:=\left\{a \in \overline{\mathbb{K}}^{\times}: a^{n} \in \mathbb{K}^{\times} \text {for some positive integer } n\right\}
$$

The following key proposition is, essentially, due to Laurent [14].
Proposition 4.4. Let $\alpha_{1}, \ldots, \alpha_{s} \in \Gamma$ be such that $\alpha_{1}+\cdots+\alpha_{s}=1$, and no proper sub-sum of the sum $\alpha_{1}+\cdots+\alpha_{s}$ vanishes. Let $\Lambda$ be the Chevalley-Bass number of $\mathbb{K}$ (see Section 4.1). Then there exist roots of unity $\xi_{1}, \ldots, \xi_{s} \in \overline{\mathbb{K}}$ such that

$$
\begin{equation*}
\alpha_{i}^{\Lambda} \xi_{i} \in \mathbb{K} \quad(i=1, \ldots, m), \tag{4.2}
\end{equation*}
$$

Proof. We follow Laurent [14, Section 2.2], but we replace the cohomological argument by a reference to Theorem 4.1.

Let $n$ be a positive integer such that $\alpha_{1}^{n}, \ldots, \alpha_{s}^{n} \in \mathbb{K}$. Denote by $G$ the Galois group $\operatorname{Gal}\left(\overline{\mathbb{K}} / \mathbb{K}\left(\zeta_{n}\right)\right)$. For $i \in\{1, \ldots, s\}$ let $\chi_{i}: G \rightarrow \mathbb{K}\left(\zeta_{n}\right)$ be the character of $G$ defined by $\sigma \mapsto \sigma\left(\alpha_{i}\right) / \alpha_{i}$. Since $\sigma\left(\alpha_{1}\right)+\cdots+\sigma\left(\alpha_{s}\right)=1$ for every $\sigma \in G$, we have $\alpha_{1} \chi_{1}+\cdots+\alpha_{s} \chi_{s}=1$.

We claim that the characters $\chi_{1}, \ldots, \chi_{s}$ are all trivial:

$$
\begin{equation*}
\chi_{1}=\cdots=\chi_{s}=1 \tag{4.3}
\end{equation*}
$$

Indeed, defining $\alpha_{0}:=-1$ and $\chi_{0}:=1$, we have $\alpha_{0} \chi_{0}+\cdots+\alpha_{s} \chi_{s}=0$. After renumbering the characters $\chi_{1}, \ldots, \chi_{s}$, we may assume that for some $r \geq 0$ the characters $\chi_{0}, \ldots, \chi_{r}$ are distinct, and each of the remaining $\chi_{r+1}, \ldots, \chi_{s}$ is equal to one of $\chi_{0}, \ldots, \chi_{r}$. For $k=0, \ldots, r$ define $I_{k}:=\left\{i: \chi_{i}=\chi_{k}\right\}$. Then

$$
\sum_{k=0}^{r} \chi_{k} \sum_{i \in I_{k}} \alpha_{i}=0
$$

Artin's Theorem on Characters (see, for instance, Theorem 4.1 in [13, Chapter VI]) implies that $\sum_{i \in I_{k}} \alpha_{i}=0$ for every $k$. Since no proper sub-sum of $\alpha_{1}+\cdots+\alpha_{s}$ vanishes, this is possible only if $r=0$, which proves (4.3).

It follows from (4.3) that $\alpha_{1}, \ldots, \alpha_{s} \in \mathbb{K}\left(\zeta_{n}\right)$. Hence each $\alpha_{i}^{\Lambda n}$ is an $\Lambda n^{\text {th }}$ power in $\mathbb{K}\left(\zeta_{n}\right)$. Theorem 4.1 implies that $\alpha_{i}^{\Lambda n}$ is an $n^{\text {th }}$ power in $\mathbb{K}$. It follows that $\alpha_{i}^{\Lambda} \xi_{i} \in \mathbb{K}$ for some root of unity $\xi_{i}$, as wanted.

### 4.4 Proof of Theorem 1.9

Let $U$ be a non-degenerate LRS with values in a field of characteristic 0 and with Binet expansion

$$
\begin{equation*}
U(n)=f_{1}(n) \lambda_{1}^{n}+\cdots+f_{s}(n) \lambda_{s}^{n} . \tag{4.4}
\end{equation*}
$$

Let $\mathbb{K}$ be a finitely generated field, containing $\lambda_{1}, \ldots, \lambda_{s}$ and the coefficient of the polynomials $f_{1}, \ldots, f_{s}$. Recall that we denote by $\mathbb{K}_{\mathrm{ab}}$ the maximal abelian subfield of $\mathbb{K}$. Since $\mathbb{K}$ is finitely generated, $\mathbb{K}_{\mathrm{ab}}$ is a finite extension of $\mathbb{Q}$, and we denote by $d$ its degree over $\mathbb{Q}$.

Recall that we denote by $\varrho_{\mathbb{K}}(\alpha)$ the Kummer exponent of $\alpha \in \mathbb{K}$, see Subsection 4.1. Since the $U$ is non-degenerate and the field $\mathbb{K}$ is finitely generated, we have $\varrho_{\mathbb{K}}\left(\lambda_{i} / \lambda_{j}\right)<\infty$ when $i \neq j$. We set

$$
\begin{equation*}
\rho:=\operatorname{gcd}\left\{\varrho_{\mathbb{K}}\left(\lambda_{i} / \lambda_{j}\right): 1 \leq i<j \leq s\right\} . \tag{4.5}
\end{equation*}
$$

Let $a$ be a TRZ of $U$. Recall that this means the following: there exist roots of unity $\xi_{1}, \ldots, \xi_{s} \in \overline{\mathbb{K}}$ such that for some determinations of $\lambda_{1}^{a}, \ldots, \lambda_{s}^{a} \in \overline{\mathbb{K}}$ we have

$$
\begin{equation*}
\xi_{1} f_{1}(a) \lambda_{1}^{a}+\cdots+\xi_{s} f_{s}(a) \lambda_{s}^{a}=0 \tag{4.6}
\end{equation*}
$$

We call the TRZ a primitive if no proper sub-sum of the sum in (4.6) vanishes; that is, if $\varnothing \subsetneq I \subsetneq\{1, \ldots, s\}$ then $\sum_{i \in I} \xi_{i} f_{i}(a) \lambda_{i}^{a} \neq 0$.

Proposition 4.5. Let $\mathbb{K}$ be as above (that is, a finitely generated field, containing $\lambda_{1}, \ldots, \lambda_{s}$ and the coefficient of the polynomials $f_{1}, \ldots, f_{s}$ ), and $\Lambda$ the Chevalley-Bass number of $\mathbb{K}$. Let a be a primitive $T R Z$ of $U$, and $\xi_{1}, \ldots, \xi_{s}$ roots of unity satisfying (4.6). Assume that $s \geq 2$. Then the denominator of
the rational number a divides $\Lambda \rho$, where $\rho$ is defined in (4.5); in particular, the denominator is bounded effectively in terms of $d:=\left[\mathbb{K}_{\mathrm{ab}}: \mathbb{Q}\right]$ and $\rho$. Moreover, the orders of the roots of unity $\xi_{i} / \xi_{j}$ are effectively bounded in terms of $d, \rho$ and $s$.

Proof. Since $s \geq 2$ and no proper sub-sum of the sum in (4.6) vanishes, we have $f_{i}(a) \neq 0$ for $i=1, \ldots, s$. There will be no loss of generality to assume that $\xi_{s}=1$; so, instead of (4.6) we have

$$
\begin{equation*}
\xi_{1} f_{1}(a) \lambda_{1}^{a}+\cdots+\xi_{s-1} f_{s-1}(a) \lambda_{s-1}^{a}+f_{s}(a) \lambda_{s}^{a}=0 \tag{4.7}
\end{equation*}
$$

Applying Proposition 4.4 to the relation

$$
\begin{equation*}
\sum_{i=1}^{s-1}-\xi_{i} \frac{f_{i}(a)}{f_{s}(a)}\left(\frac{\lambda_{i}}{\lambda_{s}}\right)^{a}=1 \tag{4.8}
\end{equation*}
$$

we obtain the following: there exist roots of unity $\eta_{1}, \ldots, \eta_{s-1}$ such that

$$
\left(\lambda_{i} / \lambda_{s}\right)^{\Lambda a} \eta_{i} \in \mathbb{K} \quad(i=1, \ldots, s-1)
$$

Write $a=k / \ell$, where $k$ and $\ell$ are co-prime integers. We want to show that $\ell \mid \Lambda \rho$. We have $\varrho_{\mathbb{K}}\left(\left(\lambda_{i} / \lambda_{s}\right)^{\Lambda k}\right)=\Lambda k \varrho_{\mathbb{K}}\left(\lambda_{i} / \lambda_{s}\right)$. Proposition 4.2 implies that the quotient $\ell / \operatorname{gcd}\left(\ell, \Lambda k \varrho_{\mathbb{K}}\left(\lambda_{i} / \lambda_{s}\right)\right)$ divides the degree $\left[\mathbb{K}\left(\left(\lambda_{i} / \lambda_{s}\right)^{\Lambda a} \eta_{i}\right): \mathbb{K}\right]$. But this degree is 1 , which implies that $\ell \mid \Lambda k \varrho_{\mathbb{K}}\left(\lambda_{i} / \lambda_{s}\right)$. Since $\ell$ and $k$ are coprime, this implies that $\ell \mid \Lambda \varrho_{\mathbb{K}}\left(\lambda_{i} / \lambda_{s}\right)$ for $i=1, \ldots, s-1$.

We have clearly $\rho=\operatorname{gcd}\left\{\varrho_{\mathbb{K}}\left(\lambda_{i} / \lambda_{s}\right): i=1, \ldots, s-1\right\}$. It follows that $\ell \mid \Lambda \rho$, which proves the first statement of the proposition.

Now let us bound the orders of the roots of unity $\xi_{i}$. Let $\mathbb{L}$ be the field, generated over $\mathbb{K}$ by $\left(\lambda_{1} / \lambda_{s}\right)^{a}, \ldots,\left(\lambda_{s-1} / \lambda_{s}\right)^{a}$. Since the denominator of $a$ divides $\Lambda \rho$, we have

$$
\left[\mathbb{L}_{\mathrm{ab}}: \mathbb{K}_{\mathrm{ab}}\right] \leq[\mathbb{L}: \mathbb{K}] \leq(\Lambda \rho)^{s-1}
$$

Hence $\left[\mathbb{L}_{\mathrm{ab}}: \mathbb{Q}\right] \leq d(\Lambda \rho)^{s-1}$; in particular, $\left[\mathbb{L}_{\mathrm{ab}}: \mathbb{Q}\right]$ is effectively bounded in terms of $d, s$ and $\rho$.

Applying Theorem 4.3 to relation (4.8), we bound the orders of the roots of unity $\xi_{i}$ in terms of $\left[\mathbb{L}_{\mathrm{ab}}: \mathbb{Q}\right]$ and $s$. Hence it is bounded in terms of $d, s$ and $\rho$, as wanted. The proposition is proved.

Combining this proposition with the Skolem-Mahler-Lech Theorem, we obtain the following consequence.

Corollary 4.6. Let $U$ be a non-degenerate LRS over a field of characteristic 0 . Then $U$ admits at most finitely many primitive TRZs. More precisely, if (4.4) is the Binet expansion of $U$, then there exist at most finitely many s-tuples $\left(a, \xi_{1}, \ldots, \xi_{s-1}\right)$ such that $a$ is a rational number, $\xi_{1}, \ldots, \xi_{s-1}$ are roots of unity, and (4.7) holds.

Proof. If $s=1$ then $f_{1}(a)=0$, which is possible only for finitely many $a$.
From now on we assume that $s \geq 2$. Proposition 4.5 implies that $a=n / \Lambda \rho$, where $n \in \mathbb{Z}$, and that there are at most finitely many choices for $\left(\xi_{1}, \ldots, \xi_{s-1}\right)$ in (4.7). Pick some determinations $\theta_{i}:=\lambda_{i}^{1 / \Lambda \rho}$, so that $\lambda_{i}^{a}=\theta_{i}^{n} \eta_{i}$, where $\eta_{i}$ are $\Lambda \rho^{\text {th }}$ roots of unity. Then

$$
\begin{equation*}
\xi_{1} \eta_{1} g_{1}(n) \theta_{1}^{n}+\cdots+\xi_{s-1} \eta_{s-1} g_{s-1}(n) \theta_{s-1}^{n}+\eta_{s} g_{s}(n) \theta_{s}^{n}=0 \tag{4.9}
\end{equation*}
$$

where $g_{i}(t):=f_{i}(t / \Lambda \rho)$.
The left-hand side of (4.9) is a non-degenerate LRS, and the Skolem-MahlerLech Theorem implies that there can be at most finitely many $n$ for every fixed choice of the roots of unity $\xi_{i}$ and $\eta_{i}$. Since there are at most finitely many choices for $\left(\xi_{1}, \ldots, \xi_{s-1}\right)$ and for $\left(\eta_{1}, \ldots, \eta_{s}\right)$, the result follows.

Now we are ready to complete the proof of Theorem 1.9. Let $a$ be a TRZ of $U$, so that (4.6) holds for some choice of roots of unity $\xi_{i}$. Let $I$ be a minimal non-empty subset of $\{1, \ldots, s\}$ such that $\sum_{i \in I} \xi_{i} f_{i}(a) \lambda_{i}^{a}=0$. Then $a$ is a primitive TRZ of the LRS $U_{I}$, defined by

$$
\begin{equation*}
U_{I}(n):=\sum_{i \in I} f_{i}(n) \lambda_{i}^{n} \tag{4.10}
\end{equation*}
$$

Corollary 4.6 tells us that $U_{I}$ may have at most finitely many primitive TRZs. Since there are finitely many possible $I$, Theorem 1.9 is proved.

### 4.5 An explicit result for $\mathbb{Q}$-valued linear recurrence sequences

Let $U$ be an LRS over a field of characteristic 0 with Binet expansion (4.4), and let $a$ be a rational number. If $a$ is a common root of the polynomials $f_{1}, \ldots, f_{s}$, then it is, clearly, a rational zero of $U$. Such rational zeros will be called trivial; there are only finitely many of them, and in many interesting cases (for instance, if at least one of $f_{1}, \ldots, f_{s}$ is constant) there are none.

Arguing as at the end of Subsection 4.4, we obtain the following: the denominator of a non-trivial TRZ $a$ of $U$ is bounded in terms of $d, \rho$ and $s$. Indeed, if $f_{i}(a) \neq 0$ for some $i$, then there exists a set $I \subset\{1, \ldots, s\}$ having at least 2 elements such that the LRS $U_{I}$, defined in (4.10), has $a$ as a primitive TRZ. Now Proposition 4.5 implies that the denominator of $a$ is bounded in terms of $d, \rho$ and $s$.

Note that $s \leq m$, where $m$ denoted the order of the LRS $U$. Hence the denominator of $a$ is bounded in terms of $d, \rho$ and $m$.

In the most interesting special case when $U$ is a $\mathbb{Q}$-valued LRS of order $m$, we can take $\mathbb{K}$ in Proposition 4.5 as the splitting field of the characteristic polynomial of $U$. With this choice of $\mathbb{K}$, the degree $d$ is bounded in terms of $m$. Hence the denominator of $a$ is bounded in terms of $m$ and $\rho$. We are going to make it totally explicit.

Proposition 4.7. Let $U$ be a $\mathbb{Q}$-valued LRS of order $m$ with Binet expansion (4.4), $\mathbb{K}$ the splitting field of the characteristic polynomial of $U$, and $\rho$ as in (4.5). Let a be a non-trivial TRZ of $U$. Then the denominator of a does not exceed $\rho \exp \exp (m / \log m)$.
Proof. As we have just seen, if $a$ is a non-trivial TRZ of $U$, then there exists $I \subset\{1, \ldots, s\}$ with $\# I \geq 2$ such that $a$ is a primitive TRZ of $U_{I}$. Proposition 4.5 implies that the denominator of $a$ is bounded by $\rho \Lambda$. And we have $\Lambda \leq \exp \exp (m / \log m)$, see [2, Proposition 6.5]. This completes the proof.

## 5 Twisted rational zeros of the Tribonacci sequence

In this section we prove Theorem 1.10. As in the proof of Theorem 1.9, the principal part is bounding the denominators of the TRZ, see Proposition 5.2. Instead of adapting the general argument of Section 4, using the Theorems of Chevalley-Bass and of Dvornicich-Zannier, we use an elementary ad hoc argument.

In this section we denote by $\overline{\mathbb{Q}} \subset \mathbb{C}$ the field of all complex algebraic numbers, and by $x \mapsto \bar{x}$ the complex conjugation.

### 5.1 The roots

Let $\lambda_{1}, \lambda_{2}, \lambda_{3} \in \overline{\mathbb{Q}}$ be the complex roots of the characteristic polynomial

$$
P(X):=X^{3}-X^{2}-X-1
$$

Then

$$
T(n)=\alpha_{1} \lambda_{1}^{n}+\alpha_{2} \lambda_{2}^{n}+\alpha_{3} \lambda_{3}^{n}, \quad \alpha_{i}:=P^{\prime}\left(\lambda_{i}\right)^{-1} \lambda_{i} .
$$

One of the roots $\lambda_{1}, \lambda_{2}, \lambda_{3}$ is real and the other two are complex conjugate. We will assume that $\lambda_{1} \in \mathbb{R}$ and $\lambda_{3}=\overline{\lambda_{2}}$.

We denote $\mathbb{K}_{i}:=\mathbb{Q}\left(\lambda_{i}\right)$ and $\mathbb{L}:=\mathbb{Q}\left(\lambda_{1}, \lambda_{2}\right)$, the splitting field of $P$. We have $\left[\mathbb{K}_{i}: \mathbb{Q}\right]=3$ and $[\mathbb{L}: \mathbb{Q}]=6$. The maximal abelian subfield $\mathbb{L}_{\text {ab }}$ is $\mathbb{Q}(\sqrt{-11})$, because the discriminant of $P$ is -44 . The 6 numbers

$$
\begin{equation*}
\lambda_{i} / \lambda_{j} \quad(1 \leq i \neq j \leq 3) \tag{5.1}
\end{equation*}
$$

form a full Galois orbit over $\mathbb{Q}$; in particular, for $i \neq j$ we have $\mathbb{L}=\mathbb{Q}\left(\lambda_{i} / \lambda_{j}\right)$.
In the following proposition we collect some less obvious properties of the roots $\lambda_{i}$, to be used later.
Proposition 5.1. 1. For $i \neq j$, the quotient $P^{\prime}\left(\lambda_{i}\right) / P^{\prime}\left(\lambda_{j}\right)$ is not a Dirichlet unit.
2. Let $\lambda$ be one of $\lambda_{1}, \lambda_{2}, \lambda_{3}$ and $\mathbb{K}:=\mathbb{Q}(\lambda)$. Then $\lambda$ is not an $m^{\text {th }}$ power in $\mathbb{K}$ for any integer $m>1$, and neither is $-\lambda$. In terms of the Kummer exponent, defined in Subsection 4.1, this can be stated as $\varrho_{\mathbb{K}}(\lambda)=1$.
3. The quotients $\lambda_{i} / \lambda_{j}$ are cubes in $\mathbb{L}$. More precisely, for $1 \leq i, j \leq 3$ there exists a unique $\theta_{i j} \in \mathbb{L}$ such that $\lambda_{i} / \lambda_{j}=\theta_{i j}^{3}$.
Proof. If, say, $P^{\prime}\left(\lambda_{1}\right) / P^{\prime}\left(\lambda_{2}\right)$ is a unit, then so is every $P^{\prime}\left(\lambda_{i}\right) / P^{\prime}\left(\lambda_{j}\right)$. It follows that the 3 algebraic integers $P^{\prime}\left(\lambda_{i}\right)$ generate the same principal ideal in $\mathcal{O}_{\mathbb{L}}$. This ideal must divide the sum $\sum_{i=1}^{3} P^{\prime}\left(\lambda_{i}\right)=4$, which implies that the product $\prod_{i=1}^{3} P^{\prime}\left(\lambda_{i}\right)$ must be a power of 2 . But

$$
\begin{equation*}
\prod_{i=1}^{3} P^{\prime}\left(\lambda_{i}\right)=44 \tag{5.2}
\end{equation*}
$$

a contradiction. This proves item 1.
In the proof of item 2 we will use the notion of the absolute logarithmic height $\mathrm{h}(\cdot)$ of an algebraic number. The definition can be found in many sources, say, in [ 6 , Section 1.5.7]. We will need only the following properties: if $\gamma$ is an algebraic integer of degree $d$ with conjugates $\gamma_{1}, \ldots, \gamma_{d} \in \mathbb{C}$, and $m$ is a positive integer, then $d \mathrm{~h}(\gamma)=\sum_{i=1}^{d} \max \left\{\log \left|\gamma_{i}\right|, 0\right\}$, and $\mathrm{h}\left(\gamma^{m}\right)=m \mathrm{~h}(\gamma)$. In particular,

$$
3 \mathrm{~h}(\lambda)=\log \lambda_{1}<0.61,
$$

because $\lambda_{1}>1$ and $\left|\lambda_{2}\right|=\left|\lambda_{3}\right|<1$.
Now assume that $\lambda=\gamma^{m}$ for some $\gamma \in \mathbb{K}$ and $m>1$. Then $\mathrm{h}(\lambda)=m \mathrm{~h}(\gamma)$. On the other hand, the famous result of Smyth [21] implies that

$$
3 \mathrm{~h}(\gamma) \geq \log \vartheta>0.28
$$

where $\vartheta$ is the real root of the polynomial $X^{3}-X-1$. Hence

$$
m \leq \frac{\log \lambda}{\log \vartheta}<2.2
$$

It follows that $m=2$. Hence $\gamma$ is a root of the polynomial $P\left(X^{2}\right)$. However, this polynomial is irreducible over $\mathbb{Q}$, which means that $\gamma$ is of degree 6 , a contradiction. In a similar fashion one shows that $-\lambda$ is not a proper power in $\mathbb{K}$. This proves item 2 .

In item 3 uniqueness is clear, because $\zeta_{3} \notin \mathbb{L}$, so we only have to prove existence. Using PARI [22] (or another similar tool), we calculate the $X$-resultant of the polynomials $P(X)$ and $P(X Y)$. It is a polynomial in $Y$ of degree 9 , whose roots are exactly the 9 quotients $\lambda_{i} / \lambda_{j}$. It has a root 1 of multiplicity 3 , which corresponds to the 3 quotients $\lambda_{i} / \lambda_{i}$, and it factors as $(Y-1)^{3} R(Y)$, where

$$
R(Y):=Y^{6}+4 Y^{5}+11 Y^{4}+12 Y^{3}+11 Y^{2}+4 Y+1
$$

is the irreducible polynomial whose roots are the quotients (5.1).
Polynomial $R\left(Y^{3}\right)$ is reducible over $\mathbb{Q}$ : it has an irreducible factor of degree 6

$$
Q(Y):=Y^{6}+Y^{5}+2 Y^{4}+3 Y^{3}+2 Y^{2}+Y+1
$$

and another irreducible factor of degree 12. Let $\theta$ be a root of $Q$. Then the field $\mathbb{Q}(\theta)$ is of degree 6 , and $\theta^{3}$ is one of the quotients (5.1); in particular, $\mathbb{Q}(\theta)$ contains $\mathbb{L}$. By equality of degrees we obtain $\mathbb{Q}(\theta)=\mathbb{L}$, which completes the proof of item 3 .

### 5.2 The denominator

In this subsection we prove that the denominator of a TRZ divides 3 .
Proposition 5.2. Let $a$ be a TRZ of the Tribonacci LRS. Then $3 a \in \mathbb{Z}$.
We will use the following very simple lemma.
Lemma 5.3. Let $\gamma \in \mathbb{C}$ be a complex number such that $\gamma / \bar{\gamma}$ is not a root of unity, and $\delta \in \mathbb{R}$ a real number. Then the equation $\gamma \eta+\bar{\gamma} \eta^{\prime}=\delta$ may have at most one solution in roots of unity $\left(\eta, \eta^{\prime}\right)$. This solution satisfies $\eta \in \mathbb{Q}(\gamma, \bar{\gamma}, \delta)$ and $\eta^{\prime}=\bar{\eta}$.

Proof. If $\eta, \eta^{\prime}$ are roots of unity such that $\gamma \eta+\bar{\gamma} \eta^{\prime} \in \mathbb{R}$, then the complex numbers $\bar{\gamma} \eta^{\prime}$ and $\overline{\gamma \eta}$ have the same imaginary part: $\bar{\gamma} \eta^{\prime}-\gamma \overline{\eta^{\prime}}=\overline{\gamma \eta}-\gamma \eta$. If $\eta \neq \bar{\xi}$ then

$$
\frac{\gamma}{\bar{\gamma}}=\frac{\eta^{\prime}-\bar{\eta}}{\overline{\eta^{\prime}}-\eta}=-\frac{\eta^{\prime}}{\eta},
$$

contradicting the hypothesis that $\gamma / \bar{\gamma}$ is not a root of unity. Hence $\eta^{\prime}=\bar{\eta}$.
Thus, $\eta$ is a root of the polynomial

$$
F(X):=X^{2}-(\delta / \gamma) X+\bar{\gamma} / \gamma \in \mathbb{Q}(\gamma, \bar{\gamma}, \delta)[X] .
$$

Since the free term $\bar{\gamma} / \gamma$ is not a root of unity, the other root of $F$ cannot be a root of unity. This proves that there may exist only one possible $\eta$ for given $\gamma$ and $\delta$.

Furthermore, if $F$ is irreducible over $\mathbb{Q}(\gamma, \bar{\gamma}, \delta)$ then its other root is a root of unity as well, which is impossible, as we just saw. Hence $F$ is reducible, which implies that $\eta \in \mathbb{Q}(\gamma, \bar{\gamma}, \delta)$. The lemma is proved.

Proof of Proposition 5.2. Let $m$ be the denominator of $a$; that is, $a=n / m$, where $m, n \in \mathbb{Z}$ are coprime and $m>0$. Let $\lambda_{1}^{1 / m}$ be the positive real $m^{\text {th }}$ root, $\lambda_{2}^{1 / m}$ some complex $m^{\text {th }}$ root, and we define $\lambda_{3}^{1 / m}$ as the complex conjugate of $\lambda_{2}^{1 / m}$. With this choice of $m^{\text {th }}$ roots we have

$$
\begin{equation*}
\lambda_{1}^{1 / m} \lambda_{2}^{1 / m} \lambda_{3}^{1 / m}=1 . \tag{5.3}
\end{equation*}
$$

Once the $m^{\text {th }}$ roots are defined, the rational powers $\lambda_{i}^{a}$ are well-defined as $\left(\lambda_{i}^{1 / m}\right)^{n}$. Note that $\lambda_{3}^{a}=\overline{\lambda_{2}^{a}}$.

Since $a$ is a TRZ, we have $\alpha_{1} \lambda_{1}^{a} \eta_{1}+\alpha_{2} \lambda_{2}^{a} \eta_{2}+\alpha_{2} \lambda_{3}^{a} \eta_{3}=0$ for some roots of unity $\eta_{1}, \eta_{2}, \eta_{3}$. We may clearly assume that $\eta_{1}=1$, in which case Lemma 5.3 implies that $\eta_{3}=\overline{\eta_{2}}$. In the sequel we write $\eta_{2}$ as $\eta$ and $\eta_{3}$ as $\bar{\eta}$; that is, we have

$$
\begin{equation*}
\alpha_{1} \lambda_{1}^{a}+\alpha_{2} \lambda_{2}^{a} \eta+\alpha_{3} \lambda_{3}^{a} \bar{\eta}=0 . \tag{5.4}
\end{equation*}
$$

Recall that we denote $\mathbb{K}_{1}=\mathbb{Q}\left(\lambda_{1}\right)$. Fix an element $\sigma$ in the absolute Galois $\operatorname{group} G_{1}:=\operatorname{Gal}\left(\overline{\mathbb{Q}} / \mathbb{K}_{1}\right)$. Then $\left(\lambda_{1}^{1 / m}\right)^{\sigma}=\lambda_{1}^{1 / m} \xi_{1}$ for some $\xi_{1} \in \mu_{m}$. The group
$H:=\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{L})$ is an index 2 subgroup of $G_{1}$. If $\sigma \in H$ then $\lambda_{2}^{\sigma}=\lambda_{2}$ and $\lambda_{3}^{\sigma}=\lambda_{3}$, in which case there exist $\xi_{2}, \xi_{3} \in \mu_{m}$ such that

$$
\begin{equation*}
\left(\lambda_{2}^{1 / m}\right)^{\sigma}=\lambda_{2}^{1 / m} \xi_{2}, \quad\left(\lambda_{3}^{1 / m}\right)^{\sigma}=\lambda_{3}^{1 / m} \xi_{3} \tag{5.5}
\end{equation*}
$$

If $\sigma \notin H$ then $\lambda_{2}^{\sigma}=\lambda_{3}$ and $\lambda_{3}^{\sigma}=\lambda_{2}$; in this case there exist $\xi_{2}, \xi_{3} \in \mu_{m}$ such that

$$
\begin{equation*}
\left(\lambda_{2}^{1 / m}\right)^{\sigma}=\lambda_{3}^{1 / m} \xi_{3}, \quad\left(\lambda_{3}^{1 / m}\right)^{\sigma}=\lambda_{2}^{1 / m} \xi_{2} \tag{5.6}
\end{equation*}
$$

Let us apply $\sigma$ to equalities (5.3) and (5.4). We obtain

$$
\begin{align*}
& 1=1^{\sigma}=\left(\lambda_{1}^{1 / m} \lambda_{2}^{1 / m} \lambda_{3}^{1 / m}\right)^{\sigma}=\lambda_{1}^{1 / m} \lambda_{2}^{1 / m} \lambda_{3}^{1 / m} \xi_{1} \xi_{2} \xi_{3}=\xi_{1} \xi_{2} \xi_{3},  \tag{5.7}\\
& \alpha_{1}^{\sigma} \lambda_{1}^{a} \xi_{1}^{n}+\alpha_{2} \lambda_{2}^{a} \xi_{2}^{n} \eta^{\prime}+\alpha_{3} \lambda_{3}^{a} \xi_{3}^{n} \eta^{\prime \prime}=0, \quad\left(\eta^{\prime}, \eta^{\prime \prime}\right)= \begin{cases}\left(\eta^{\sigma}, \bar{\eta}^{\sigma}\right), & \sigma \in H, \\
\left(\bar{\eta}^{\sigma}, \eta^{\sigma}\right), & \sigma \notin H .\end{cases} \tag{5.8}
\end{align*}
$$

Note that $\alpha_{1}^{\sigma}=\alpha_{1}$ because $\alpha_{1} \in \mathbb{K}_{1}$, and that $\eta^{\prime} \eta^{\prime \prime}=(\eta \bar{\eta})^{\sigma}=1$.
Rewrite (5.8) as

$$
\alpha_{1} \lambda_{1}^{a}+\alpha_{2} \lambda_{2}^{a}\left(\frac{\xi_{2}}{\xi_{1}}\right)^{n} \eta^{\prime}+\alpha_{3} \lambda_{3}^{a}\left(\frac{\xi_{3}}{\xi_{1}}\right)^{n} \eta^{\prime \prime}=0
$$

Comparing this to (5.4), the uniqueness statement in Lemma 5.3 implies that

$$
\left(\frac{\xi_{2}}{\xi_{1}}\right)^{n} \eta^{\prime}=\eta, \quad\left(\frac{\xi_{3}}{\xi_{1}}\right)^{n} \eta^{\prime \prime}=\bar{\eta} .
$$

Multiplying these equalities, we obtain $\left(\xi_{2} \xi_{3} / \xi_{1}^{2}\right)^{n}=1$. Since $\xi_{1}, \xi_{2}, \xi_{3} \in \mu_{m}$ and $m, n$ are coprime, this implies that $\xi_{2} \xi_{3} / \xi_{1}^{2}=1$, which, together with (5.7), implies that $\xi_{1}^{3}=1$.

We have proved the following: for any $\sigma \in G_{1}$ there exist $\xi_{1} \in \mu_{3}$ such that $\left(\lambda_{1}^{1 / m}\right)^{\sigma}=\lambda_{1}^{1 / m} \xi_{1}$. If $\xi_{1}=1$ for every $\sigma \in G_{1}$ then $\lambda_{1}^{1 / m} \in \mathbb{K}_{1}$. Now assume that $\xi_{1}=\zeta_{3}$ for some $\sigma$. Since $\mathbb{K}_{1}$ is a real field, any Galois orbit over $\mathbb{K}_{1}$ must be stable under the complex conjugation. Hence the Galois orbit of $\lambda_{1}^{1 / m}$ over $\mathbb{K}_{1}$ is $\lambda_{1}^{1 / m}, \lambda_{1}^{1 / m} \zeta_{3}, \lambda_{1}^{1 / m} \overline{\zeta_{3}}$.

Thus, $\left[\mathbb{K}_{1}\left(\lambda_{1}^{1 / m}\right): \mathbb{K}_{1}\right] \in\{1,3\}$. On the other hand, item 2 of Proposition 5.1 implies that $\lambda_{1}$ is not a $p^{\text {th }}$ power in $\mathbb{K}_{1}$ for any $p$, and $-\lambda_{1}$ is not a square in $\mathbb{K}_{1}$. Hence $\left[\mathbb{K}_{1}\left(\lambda_{1}^{1 / m}\right): \mathbb{K}_{1}\right]=m$ by Lemma 2.1. It follows that $m \in\{1,3\}$, as wanted.

We also need to take care of the roots of unity occurring in the definition of TRZ.

Proposition 5.4. Let a be a TRZ of the Tribonacci LRS. Then, with suitable definitions of the rational powers $\lambda_{i}^{a}$ we have

$$
\begin{align*}
\alpha_{1} \lambda_{1}^{a}+\alpha_{2} \lambda_{2}^{a}+\alpha_{3} \lambda_{3}^{a} & =0,  \tag{5.9}\\
\lambda_{1}^{a} \lambda_{2}^{a} \lambda_{3}^{a} & =1 \tag{5.10}
\end{align*}
$$

Proof. We have $a=n / 3$, with $n \in \mathbb{Z}$. We define $\lambda_{1}^{1 / 3}$ as the real cubic root of $\lambda_{1}$, and for $i=2,3$ we define $\lambda_{i}^{1 / 3}:=\lambda_{1}^{1 / 3} \theta_{i 1}$, where $\theta_{i j} \in \mathbb{L}$ are defined in item 3 of Proposition 5.1.

Note that $\theta_{31}=\overline{\theta_{21}}$. Indeed, ${\overline{\theta_{21}}}^{3}=\overline{\lambda_{2}} / \overline{\lambda_{1}}=\lambda_{3} / \lambda_{1}$. Since $\lambda_{3} / \lambda_{1}$ has only one cubic root in $\mathbb{L}$, we must have $\theta_{31}=\overline{\theta_{21}}$.

From our definitions it follows that $\lambda_{1}^{a} \lambda_{2}^{a} \lambda_{3}^{a}$ is a positive real number. Since $\left(\lambda_{1}^{a} \lambda_{2}^{a} \lambda_{3}^{a}\right)^{3}=\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)^{n}=1$, this proves (5.10), so we are only left with (5.9).

As we have seen in the proof of Proposition 5.2, there exists a root of unity $\eta$ such that (5.4) holds. This can be rewritten as $\alpha_{1}+\alpha_{2} \theta_{21}^{n} \eta+\alpha_{3} \theta_{31}^{n} \bar{\eta}=0$. Lemma 5.3 implies that $\eta \in \mathbb{Q}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \theta_{21}, \theta_{31}\right)=\mathbb{L}$. Since $\mathbb{L}$ contains no roots of unity other than $\pm 1$, we must have $\eta=1$ or $\eta=-1$. In the former case we are done. Now let us assume that $\eta=-1$. In this case

$$
\begin{equation*}
\alpha_{1}-\alpha_{2} \theta_{21}^{n}-\alpha_{3} \theta_{31}^{n}=0 \tag{5.11}
\end{equation*}
$$

Let $\sigma \in \operatorname{Gal}(\mathbb{L} / \mathbb{Q})$ be such that

$$
\lambda_{1}^{\sigma}=\lambda_{2}, \quad \lambda_{2}^{\sigma}=\lambda_{1}, \quad \lambda_{3}^{\sigma}=\lambda_{3}
$$

Then

$$
\alpha_{1}^{\sigma}=\alpha_{2}, \quad \alpha_{2}^{\sigma}=\alpha_{1}, \quad \alpha_{3}^{\sigma}=\alpha_{3}, \quad \theta_{21}^{\sigma}=\theta_{12}=\theta_{21}^{-1}, \quad \theta_{31}^{\sigma}=\theta_{32}=\theta_{31} \theta_{21}^{-1} .
$$

Applying $\sigma$ to (5.11), we obtain $\alpha_{2}-\alpha_{1} \theta_{21}^{-n}-\alpha_{3} \theta_{31}^{n} \theta_{21}^{-n}=0$, which can be rewritten as $\alpha_{1}-\alpha_{2} \theta_{21}^{n}+\alpha_{3} \theta_{31}^{n}=0$. Comparing this with (5.11), we obtain $\alpha_{3} \theta_{31}^{n}=0$, a contradiction. The proposition is proved.

### 5.3 Proof of Theorem 1.10

Let $W$ be the $\mathbb{Q}$-valued LRS with the general term given by

$$
W(n)=44 \alpha_{1}^{3} \lambda_{1}^{n}+44 \alpha_{2}^{3} \lambda_{2}^{n}+44 \alpha_{3}^{3} \lambda_{3}^{n}-3 .
$$

It is an LRS of order 4, defined by
$W(0)=W(1)=0, \quad W(2)=2, \quad W(3)=8, \quad W(n+4)=2 W(n+3)-W(n)$.
Proposition 5.5. Let $a \in \mathbb{Q}$ be a TRZ of the Tribonacci LRS. Then $3 a$ is $a$ zero of $W$.

Proof. As we have seen in Proposition 5.2, if $a$ is a TRZ of the Tribonacci LRS, then $n:=3 a \in \mathbb{Z}$, so we only need to prove that $W(n)=0$.

Define the rational powers $\lambda_{i}^{a}$ as in Proposition 5.4, so that both (5.9) and (5.10) hold. Using (5.2), we also find

$$
\begin{equation*}
\alpha_{1} \alpha_{2} \alpha_{3}=\frac{\lambda_{1} \lambda_{2} \lambda_{3}}{P^{\prime}\left(\lambda_{1}\right) P^{\prime}\left(\lambda_{2}\right) P^{\prime}\left(\lambda_{3}\right)}=\frac{1}{44} . \tag{5.12}
\end{equation*}
$$

Consider the polynomial

$$
F\left(X_{1}, X_{2}, X_{3}\right)=X_{1}^{3}+X_{2}^{3}+X_{3}^{3}-3 X_{1} X_{2} X_{3} \in \mathbb{Z}\left[X_{1}, X_{2}, X_{3}\right]
$$

Then $44 F\left(\alpha_{1} \lambda_{1}^{a}, \alpha_{2} \lambda_{2}^{a}, \alpha_{3} \lambda_{3}^{a}\right)=W(n)$, because $\alpha_{1} \lambda_{1}^{a} \alpha_{2} \lambda_{2}^{a} \alpha_{3} \lambda_{3}^{a}=1 / 44$, as follows from (5.10) and (5.12). The polynomial $F$ factors as

$$
F\left(X_{1}, X_{2}, X_{3}\right)=\left(X_{1}+X_{2}+X_{3}\right)\left(X_{1}+\zeta_{3} X_{2}+\overline{\zeta_{3}} X_{3}\right)\left(X_{1}+\overline{\zeta_{3}} X_{2}+\zeta_{3} X_{3}\right)
$$

which implies that $F\left(\alpha_{1} \lambda_{1}^{a}, \alpha_{2} \lambda_{2}^{a}, \alpha_{3} \lambda_{3}^{a}\right)=0$ by (5.9). This completes the proof.

Proposition 5.6. The only zeros of $W$ are $-51,-12,-5,-3,0,1$.
Proof. In [3] an algorithm is suggested which, when terminates, produces the full set of zeros of a given non-degenerate LRS, together with a mathematically rigorous proof that no other zeros exist. This algorithm is implemented, for simple ${ }^{1}$ non-degenerate $\mathbb{Q}$-valued LRS, in the Skolem Tool [4]. Running the Skolem Tool for the LRS $W$, we obtain the result.

We know (see [5, Section 2]) that $-17,-4,-5 / 3,-1,0,1 / 3$ are indeed TRZs of the Tribonacci LRS. Hence Theorem 1.10 is an immediate consequence of Propositions 5.5 and 5.6.

## $6 \quad$ On Question 1.7

In this section we discuss Question 1.7. We will see that the answer is positive for twisted (integral) zeros of LRS of order 2, but (in general) not for higher order LRS. Unless the contrary is stated explicitly, the letter $p$ in this section denotes a prime number.

For twisted (integral) zeros of LRS of order 2 we not only answer Question 1.7, but obtain a partial analog of Theorem 3.4.
Theorem 6.1. Let $U$ be a non-degenerate LRS of order 2 with values in a number field $\mathbb{K}$ and $a \in \mathbb{Z}$ a twisted zero of $U$. Then for infinitely many primes $\mathfrak{p}$ of $\mathbb{K}$ the following holds: there exist

$$
\begin{equation*}
Q \in \mathbb{Z}_{>0}, \quad a^{\prime} \in\{0,1, \ldots, Q-1\}, \quad \tau \in \mathbb{Z} \tag{6.1}
\end{equation*}
$$

such that for every $n \in \mathbb{Z}$ satisfying $n \equiv a^{\prime}(\bmod Q)$ we have

$$
\nu_{\mathfrak{p}}(U(n))=\nu_{p}(n-a)+\tau,
$$

where $p$ is the rational prime below $\mathfrak{p}$. Moreover, $p \nmid Q$; in particular, $\nu_{p}(n-a)$ is unbounded on the set of $n$ satisfying $n \equiv a^{\prime}(\bmod Q)$.

In fact, we show that this holds true for primes $\mathfrak{p}$ from a set of positive lower density. Let us recall the definition of density. Denote by $\pi_{\mathbb{K}}(x)$ the counting function for primes of $\mathbb{K}$; that is, the number of primes $\mathfrak{p}$ of $\mathbb{K}$ such that $\mathcal{N} \mathfrak{p} \leq x$; here $\mathcal{N} \mathfrak{p}$ denotes the absolute norm. Let $\mathcal{P}$ be a set of primes of $\mathbb{K}$. We denote its lower density as $\liminf _{x \rightarrow+\infty} \#\{\mathfrak{p} \in \mathcal{P}: \mathcal{N} \mathfrak{p} \leq x\} / \pi_{\mathbb{K}}(x)$.

[^0]
### 6.1 A density result

The proof of Theorem 6.1 relies on a certain Chebotaryov ${ }^{2}$-style density result. To state it, let us introduce some more notation. In this subsection $\mathbb{K}$ is a number field, unless stated otherwise.

Let $\alpha \in \mathbb{K}^{\times}$and a prime $\mathfrak{p}$ of $\mathbb{K}$ be such that $\nu_{\mathfrak{p}}(\alpha)=0$. We denote by $\operatorname{ord}_{\mathfrak{p}}(\alpha)$ the multiplicative order of $\alpha$ modulo $\mathfrak{p}$. That is, let $\mathcal{O}_{\mathfrak{p}}:=\left\{x \in \mathbb{K}: \nu_{p}(x) \geq 0\right\}$ be the local ring of $\mathfrak{p}$, and $\mathcal{O}_{\mathfrak{p}} \rightarrow \mathcal{O}_{\mathfrak{p}} / \mathfrak{p}: x \mapsto \bar{x}$ the reduction map ${ }^{3}$ modulo $\mathfrak{p}$. Then $\bar{\alpha} \in\left(\mathcal{O}_{\mathfrak{p}} / \mathfrak{p}\right)^{\times}$, and $\operatorname{ord}_{\mathfrak{p}}(\alpha)$ is the order of $\bar{\alpha}$ in the multiplicative group $(\mathcal{O p} / \mathfrak{p})^{\times}$.

For a positive integer $r$ we denote by $\mathcal{P}_{\mathbb{K}}(\alpha, r)$ the set of $\mathbb{K}$-primes $\mathfrak{p}$ such that the multiplicative order $\operatorname{ord}_{\mathfrak{p}}(\alpha)$ is divisible by $r$. In symbols:

$$
\mathcal{P}_{\mathbb{K}}(\alpha, r):=\left\{\mathfrak{p}: r \mid \operatorname{ord}_{\mathfrak{p}}(\alpha)\right\} .
$$

Proposition 6.2. Let $r$ be a positive integer with the property

$$
\begin{equation*}
\zeta_{p} \in \mathbb{K} \text { for every } p \mid r \tag{6.2}
\end{equation*}
$$

Let $\alpha \in \mathbb{K}^{\times}$be not a root of unity. Then the set $\mathcal{P}_{\mathbb{K}}(\alpha, r)$ is infinite, and, moreover, it is of positive lower density.

The proof of Proposition 6.2 depends on the following lemma.
Lemma 6.3. Let $p$ be a prime number and $\mathbb{K}$ a field of characteristic distinct from $p$. Define $\ell$ as the biggest integer such that $\zeta_{p^{\ell}} \in \mathbb{K}$. Assume that $\ell \geq 1$. Let $\alpha \in \mathbb{K}$ be such that $\alpha^{1 / p} \in \mathbb{K}\left(\zeta_{p^{\ell+1}}\right)$. Then $\alpha \in \mu_{p^{\ell}} \mathbb{K}^{p}$.

Proof. We may assume that $\alpha \neq 0$, since there is nothing to prove otherwise. We use Kummer's Theory, as in Theorem 8.1 from [13, Chapter VI]. Let $B$ be the subgroup of the multiplicative group $\mathbb{K}^{\times}$generated by $\alpha, \mu_{p^{\ell}}$ and $\left(\mathbb{K}^{\times}\right)^{p}$. By the hypothesis, $\mathbb{K}\left(B^{1 / p}\right)=\mathbb{K}\left(\zeta_{p^{\ell+1}}\right)$. The above-mentioned theorem implies that

$$
\left[B:\left(\mathbb{K}^{\times}\right)^{p}\right]=\left[\mathbb{K}\left(B^{1 / p}\right): \mathbb{K}\right]=\left[\mathbb{K}\left(\zeta_{p^{\ell+1}}\right): \mathbb{K}\right]=p
$$

Since $\left[\mu_{p^{\ell}}\left(\mathbb{K}^{\times}\right)^{p}:\left(\mathbb{K}^{\times}\right)^{p}\right]=p$, this proves that $B=\mu_{p^{\ell}}\left(\mathbb{K}^{\times}\right)^{p}$, which exactly means that $\alpha \in \mu_{p^{\ell}}\left(\mathbb{K}^{\times}\right)^{p}$.

Proof of Proposition 6.2. If the statement holds true with $\mathbb{K}$ replaced by a bigger field, then it is true for $\mathbb{K}$. Indeed, let $\mathbb{K}^{\prime}$ be a finite extension of $\mathbb{K}$. If $\mathfrak{p}$ is a $\mathbb{K}$-prime, and $\mathfrak{p}^{\prime}$ is a $\mathbb{K}^{\prime}$-prime above $\mathfrak{p}$, then for any $\alpha \in \mathbb{K}^{\times}$we have $\operatorname{ord}_{\mathfrak{p}^{\prime}}(\alpha)=\operatorname{ord}_{\mathfrak{p}}(\alpha)$; so, it suffices to to show that the set $\mathcal{P}_{\mathbb{K}^{\prime}}(\alpha, r)$ is of positive lower density. Thus, we may assume that $\sqrt{-1} \in \mathbb{K}$.

Let $m$ be the order of the group of roots of unity $\mu_{\mathbb{K}}$. Condition (6.2) may be re-stated as $p|r \Rightarrow p| m$.

[^1]If the conclusion of the proposition holds true with $r$ replaced a multiple of $r$, then it holds for $r$. Hence we may replace $r$ by $\prod_{p \mid r} p^{\max \left\{\nu_{p}(r), \nu_{p}(m)+1\right\}}$ and assume in the sequel that

$$
\begin{equation*}
\nu_{p}(r)>\nu_{p}(m) \quad(p \mid m) \tag{6.3}
\end{equation*}
$$

in particular, $p|r \Leftrightarrow p| m$.
Next, we may replace $\alpha$ by $\alpha \xi$, where $\xi \in \mathbb{K}$ is a root of unity. Indeed, if $r \mid \operatorname{ord}_{\mathfrak{p}}(\alpha)$, then $\nu_{p}\left(\operatorname{ord}_{\mathfrak{p}}(\xi)\right)<\nu_{p}\left(\operatorname{ord}_{\mathfrak{p}}(\alpha)\right)$ for every $p \mid \operatorname{ord}_{\mathfrak{p}}(\xi)$, by (6.3). Hence $\operatorname{ord}_{\mathfrak{p}}(\alpha \xi)=\operatorname{ord}_{\mathfrak{p}}(\alpha)$.

Finally, we may assume that

$$
\begin{equation*}
\alpha \notin \mu_{\mathbb{K}} \mathbb{K}^{p} \quad(p \mid r) \tag{6.4}
\end{equation*}
$$

Indeed, call $\alpha$ with property (6.4)r-reduced. Since $\alpha$ is not a root of unity, we have $\alpha \xi=\beta^{N}$, where $\beta$ is $r$-reduced, $N$ is composed of primes dividing $r$ and $\xi$ is a root of unity. Now, if $N r \mid \operatorname{ord}_{\mathfrak{p}}(\beta)$ then $r \mid \operatorname{ord}_{\mathfrak{p}}(\alpha \xi)=\operatorname{ord}_{\mathfrak{p}}(\alpha)$. Hence we may assume (6.4), replacing $\alpha$ by $\beta$ and $r$ by $N r$.

Denote $\mathbb{L}:=\mathbb{K}\left(\zeta_{r}\right)$. Properties (6.2) and (6.3) imply that

$$
\operatorname{Gal}(\mathbb{L} / \mathbb{K}) \cong \prod_{p \mid m} \mathbb{Z} / p^{\nu_{p}(r / m)} \mathbb{Z}
$$

In particular, for every $p \mid r$, the extension $\mathbb{L}$ has exactly one subfield of degree $p$ over $\mathbb{K}$; precisely, it is $\mathbb{K}\left(\zeta_{p^{\ell}+1}\right)$, where $\ell_{p}:=\nu_{p}(m)$.

Pick some value of the $r^{\text {th }}$ root $\alpha^{1 / r}$. This would define the roots $\alpha^{1 / p}$ for every $p \mid r$. We claim that $\alpha^{1 / p} \notin \mathbb{L}$ for any $p \mid r$. Indeed, in the opposite case, $\mathbb{K}\left(\alpha^{1 / p}\right)$ would be a subfield of $\mathbb{L}$ of degree $p$ over $\mathbb{K}$. This would imply $\alpha^{1 / p} \in \mathbb{K}\left(\zeta_{p^{\ell_{p}+1}}\right)$, which, by Lemma 6.3, implies that $\alpha \in \mu_{p^{\ell}} \mathbb{K}^{p}$, contradicting (6.4).

Lemma 2.1, together with Remark 2.2, implies now that $\mathbb{M}:=\mathbb{L}\left(\alpha^{1 / r}\right)$ is an extension of $\mathbb{L}$ of degree $r$. Moreover, since $\zeta_{r} \in \mathbb{L}$, extension $\mathbb{M} / \mathbb{L}$ is cyclic, and the map

$$
\begin{equation*}
\sigma \mapsto \xi_{\sigma}: \frac{\left(\alpha^{1 / r}\right)^{\sigma}}{\alpha^{1 / r}} \tag{6.5}
\end{equation*}
$$

defines an isomorphism of the groups $H:=\operatorname{Gal}(\mathbb{M} / \mathbb{L})$ and $\mu_{r}$.
Since $\mathbb{L}=\mathbb{K}\left(\zeta_{r}\right)$, extension $\mathbb{M} / \mathbb{K}$ is Galois, and we denote $G:=\operatorname{Gal}(\mathbb{M} / \mathbb{K})$. Then $H$ is the subgroup of $G$ fixing $\zeta_{r}$.

Let $\mathfrak{p}$ be a $\mathbb{K}$-prime not dividing $r$ and satisfying $\nu_{\mathfrak{p}}(\alpha)=0$. In particular, $\mathfrak{p}$ does not ramify in $\mathbb{M}$. For an $\mathbb{M}$-prime $\mathfrak{P}$ above $\mathfrak{p}$, we denote by $\phi_{\mathfrak{P}} \in G$ the Frobenius of $\mathfrak{P}$ above $\mathbb{K}$. Recall that $\phi_{\mathfrak{W}}$ is the element of $G$ with the following property: let $\mathcal{O}_{\mathfrak{P}}:=\left\{x \in \mathbb{M}: \nu_{\mathfrak{P}}(x) \geq 0\right\}$ be the local ring of $\mathfrak{P}$; then for every $x \in \mathcal{O}_{\mathfrak{P}}$ we have $x^{\mathcal{N}_{\mathfrak{p}}} \equiv x^{\phi_{\mathfrak{P}}}(\bmod \mathfrak{P})$ (as before, $\mathcal{N}(\cdot)$ denotes the absolute norm).

Next, let $((\mathbb{M} / \mathbb{K}) / \mathfrak{p}):=\left\{\phi_{\mathfrak{P}}: \mathfrak{P} \mid \mathfrak{p}\right\}$ be the Artin symbol of $\mathfrak{p}$. Note that it is a full conjugacy class in $G$. Denote by $\Sigma$ the subset of $H$ consisting of the
elements of exact order $r$. In symbols: $\Sigma:=\{\sigma \in H: H=\langle\sigma\rangle\}$. Let $\mathfrak{p}$ be such that $((\mathbb{M} / \mathbb{K}) / \mathfrak{p}) \subset \Sigma$. By the Theorem of Chebotaryov, the set of such $\mathfrak{p}$ is of positive density ${ }^{4}$, so we only have to prove that $r \mid \operatorname{ord}_{\mathfrak{p}}(\alpha)$.

We are going to prove that $r \mid \mathcal{N} \mathfrak{p}-1$, but $\bar{\alpha}$ is not a $p^{\text {th }}$ power in $\left(\mathcal{O}_{\mathfrak{p}} / \mathfrak{p}\right)^{\times}$ for any $p \mid r$. Since $\mathcal{N} \mathfrak{p}-1$ is the order of the cyclic group $\left(\mathcal{O}_{\mathfrak{p}} / \mathfrak{p}\right)^{\times}$, the order of $\bar{\alpha}$ in this group must be divisible by $r$, as wanted.

As before, let $\mathfrak{P}$ be an $\mathbb{M}$-prime above $\mathfrak{p}$. Since $\phi_{\mathfrak{F}} \in \Sigma \subset H$, we have $\phi_{\mathfrak{P}}\left(\zeta_{r}\right)=\zeta_{r}$, which means that $\zeta_{r}^{\mathcal{N} \mathfrak{p}} \equiv \zeta_{r}(\bmod \mathfrak{P})$. Since $\mathfrak{P} \nmid r$, this implies that $\zeta_{r}^{\mathcal{N} p}=\zeta_{r}$, that is, $r \mid \mathcal{N} \mathfrak{p}-1$.

We are left with proving that $\bar{\alpha}$ is not a $p^{\text {th }}$ power in $\left(\mathcal{O}_{\mathfrak{p}} / \mathfrak{p}\right)^{\times}$for any prime $p$ dividing $r$. Fix such $p$. Since $\phi_{\mathfrak{F}} \in \Sigma$, it is of exact order $r$ in $H$. Hence $\xi:=\xi_{\phi_{\mathfrak{F}}}$ (as defined in (6.5)) is a primitive $r^{\text {th }}$ root of unity, and $\eta:=\xi^{r / p}$ is a primitive $p^{\text {th }}$ root of unity.

Applying (6.5) with $\sigma=\phi_{\mathfrak{P}}$, we obtain $\alpha^{(\mathcal{N} \mathfrak{p}-1) / r} \equiv \xi(\bmod \mathfrak{P})$. Raising this congruence to the power $r / p$, we obtain $\alpha^{(\mathcal{N} \mathfrak{p}-1) / p} \equiv \eta(\bmod \mathfrak{P})$. Since both sides of this congruence belong to $\mathbb{K}$, it is actually a congruence modulo $\mathfrak{p}$, and it implies the identity $\bar{\alpha}^{(\mathcal{N} \mathfrak{p}-1) / p}=\bar{\eta}$ in the group $\left(\mathcal{O}_{\mathfrak{p}} / \mathfrak{p}\right)^{\times}$. If $\bar{\alpha}$ is a $p^{\text {th }}$ power in $\left(\mathcal{O}_{\mathfrak{p}} / \mathfrak{p}\right)^{\times}$then $\bar{\alpha}^{(\mathcal{N} \mathfrak{p}-1) / p}=1$, which is impossible because $\bar{\eta}$ is a primitive $p^{\text {th }}$ root of unity. This completes the proof of the proposition.

### 6.2 Proof of Theorem 6.1

Besides Proposition 6.2, the proof of Theorem 6.1 relies on the following lemma. It is very classical and goes back to the work of Lucas [15] or even earlier. Still, we give a proof for convenience.

Lemma 6.4. Let $\mathbb{K}$ be a number field, $\mathfrak{p}$ a prime of $\mathbb{K}$ with underlying rational prime $p$ and $e:=\nu_{\mathfrak{p}}(p)$ the ramification index. Let $\theta \in \mathbb{K}$ be such that $\nu_{\mathfrak{p}}(\theta-1)>0$ and $n \in \mathbb{Z}$. Then we have the following.

1. If $p \nmid n$ then $\nu_{\mathfrak{p}}\left(\theta^{n}-1\right)=\nu_{\mathfrak{p}}(\theta-1)$.
2. In general, $\nu_{\mathfrak{p}}\left(\theta^{n}-1\right) \geq \nu_{\mathfrak{p}}(\theta-1)+\nu_{p}(n) \min \left\{e,(p-1) \nu_{\mathfrak{p}}(\theta-1)\right\}$.
3. If $\nu_{\mathfrak{p}}(\theta-1)>e /(p-1)$ then $\nu_{\mathfrak{p}}\left(\theta^{n}-1\right)=\nu_{\mathfrak{p}}(\theta-1)+e \nu_{p}(n)$.

Proof. Item 1 must be proved only for $n>0$ and $n=-1$. If $n>0$ then

$$
\theta^{n}-1=(\theta-1)\left(\theta^{n-1}+\cdots+1\right) .
$$

Since $\theta \equiv 1(\bmod \mathfrak{p})$ in the local ring $\mathcal{O}_{\mathfrak{p}}$, we have

$$
\theta^{n-1}+\cdots+1 \equiv n \quad(\bmod \mathfrak{p})
$$

In particular, $\nu_{\mathfrak{p}}\left(\theta^{n-1}+\cdots+1\right)=0$ if $p \nmid n$. This proves item 1 for $n>0$. As for $n=-1$, it is obvious that $\nu_{\mathfrak{p}}\left(\theta^{-1}-1\right)=\nu_{\mathfrak{p}}(\theta-1)$.

[^2]Due to item 1, in items 2 and 3 we may assume that $n=p^{k}$. Moreover, using induction in $k$, we may assume that $n=p$. Write $\theta=1+\gamma$. Then

$$
\theta^{p}-1=p \gamma+\sum_{\ell=2}^{p-1}\binom{p}{\ell} \gamma^{\ell}+\gamma^{p}
$$

Each of the terms inside the sum has $\mathfrak{p}$-adic valuation strictly bigger than $\nu_{\mathfrak{p}}(p \gamma)=\nu_{\mathfrak{p}}(\gamma)+e$. Hence

$$
\begin{equation*}
\nu_{\mathfrak{p}}\left(\theta^{p}-1\right) \geq \nu_{\mathfrak{p}}(\gamma)+\min \left\{e,(p-1) \nu_{\mathfrak{p}}(\gamma)\right\} \tag{6.6}
\end{equation*}
$$

which proves item 2. Finally, when $\nu_{\mathfrak{p}}(\gamma)>e /(p-1)$, inequality (6.6) becomes equality, and the minimum on the right is $e$, which proves item 3 .

Now we are ready to prove Theorem 6.1.
Proof of Theorem 6.1. By shifting, we may assume that $a=0$. Thus, we have to prove that, for infinitely many $\mathbb{K}$-primes $\mathfrak{p}$ the following holds: there exist $Q, a^{\prime}$ and $\tau$ as in the statement of the theorem such that

$$
\begin{equation*}
\nu_{\mathfrak{p}}(U(n))=\nu_{\mathfrak{p}}(n)+\tau \quad \text { when } \quad n \equiv a^{\prime} \quad(\bmod Q) \tag{6.7}
\end{equation*}
$$

If the statement holds true with $\mathbb{K}$ replaced by a bigger number field, then it holds for $\mathbb{K}$. Hence we may assume that the roots of the characteristic polynomial of $U$ belong to $\mathbb{K}$. Multiplying $U(n)$ by $\beta \theta^{n}$ with suitable $\beta, \theta \in \mathbb{K}^{\times}$, we may assume that either $U(n)=n-\beta$, where $\beta \in \mathbb{K}$, or $U(n)=\eta \lambda^{n}-1$, where $\eta, \lambda \in K^{\times}$. If $U(n)=n-\beta$ and 0 is a twisted zero of $U$, then $\beta=0$ and $U(n)=n$, so there is nothing to prove.

Now let us assume that $U(n)=\eta \lambda^{n}-1$. Note that $\lambda$ is not a root of unity, because $U$ is non-degenerate. Since 0 is a twisted zero of $U$, we have $\eta \lambda^{0}-\xi=0$ for some root of unity $\xi$. Hence $\eta$ is a root of unity. Denote by $r$ its order.

Let $\mathcal{P}_{\mathbb{K}}^{\prime}(\lambda, r)$ be the subset of $\mathcal{P}_{\mathbb{K}}(\lambda, r)$, consisting of $\mathfrak{p} \in \mathcal{P}_{\mathbb{K}}(\lambda, r)$, unramified and of degree 1 over $\mathbb{Q}$, and with underlying prime $\mathcal{N} \mathfrak{p}>2$. Proposition 6.2 implies that the set $\mathcal{P}_{\mathbb{K}}(\lambda, r)$ is of positive lower density. Hence so is $\mathcal{P}_{\mathbb{K}}^{\prime}(\lambda, r)$ : this is because the set of unramified primes of degree 1 is of density 1 . We claim that for every $\mathfrak{p} \in \mathcal{P}_{\mathbb{K}}^{\prime}(\lambda, r)$, there exist $Q, a^{\prime}$ and $\tau$ as in (6.1) such that (6.7) holds, and $p \nmid Q$.

Thus, fix $\mathfrak{p} \in \mathcal{P}_{\mathbb{K}}^{\prime}(\lambda, r)$. Since $\mathfrak{p}$ is of degree 1 , the cyclic group $\left(\mathcal{O}_{\mathfrak{p}} / \mathfrak{p}\right)^{\times}$is of order $p-1$, where $p:=\mathcal{N} \mathfrak{p}$ is an odd prime number. Since $r \mid \operatorname{ord}_{\mathfrak{p}}(\lambda)$, the subgroup $\langle\bar{\lambda}\rangle$ of $\left(\mathcal{O}_{\mathfrak{p}} / \mathfrak{p}\right)^{\times}$contains $\bar{\eta}$. Hence there exists $s \in\{1, \ldots, p-1\}$ such that $\eta \lambda^{s} \equiv 1(\bmod \mathfrak{p})$. Lemma 6.4 implies that

$$
\nu_{\mathfrak{p}}\left(\left(\eta \lambda^{s}\right)^{m}-1\right)=\nu_{p}(m)+\nu_{\mathfrak{p}}\left(\xi \lambda^{s}-1\right) \quad(m \in \mathbb{Z})
$$

Now note that, when $m \equiv 1(\bmod r)$, we have $\left(\xi \lambda^{s}\right)^{m}-1=U(s m)$. Hence (6.7) holds with

$$
Q:=r s, \quad a^{\prime}:=s, \quad \tau:=\nu_{\mathfrak{p}}\left(\xi \lambda^{s}-1\right) .
$$

Note also that $p \nmid Q$ because $r \mid p-1$ and $1 \leq s \leq p-1$. The theorem is proved.

Remark 6.5. 1. Our argument can be illustrated with the LRS from Example 1.3. In that case

$$
\mathbb{K}=\mathbb{Q}, \quad \lambda=2, \quad \eta=-1, \quad r=2, \quad s=\frac{p-1}{2},
$$

and the set $\mathcal{P}_{\mathbb{Q}}^{\prime}(2,2)$ contains all the primes satisfying $p \equiv \pm 3(\bmod 8)$ (and some other primes as well).
2. This argument does not extend to rational a, because we can no longer do the shifting and assume that $a=0$. We do not know whether Theorem 6.1 can be extended to twisted rational zeros.
3. The non-degeneracy hypothesis cannot be dropped. Indeed, consider

$$
U(n):=\zeta_{3}^{n}+{\overline{\zeta_{3}}}^{n}= \begin{cases}2, & \text { if } 3 \mid n, \\ -1, & \text { if } 3 \nmid n .\end{cases}
$$

Then 0 is a twisted zero of $U$, but $\nu_{p}(U(n))=0$ for all $n$ and all $p \neq 2$.

### 6.3 Concluding remarks

As we already indicated in the introduction, the answer to Question 1.7 is negative for LRS of order 3 or higher. Here is an example of order 3, but one can easily construct similar examples of any order.

Example 6.6. Let $p$ be a prime number. The $\operatorname{LRS} U(n):=8^{n}+2^{n}+1$ has a twisted zero at 0 , because $1+\zeta_{3}+\overline{\zeta_{3}}=0$. However, there does not exist a sequence ( $n_{k}$ ) such that

$$
\nu_{p}\left(U\left(n_{k}\right)\right) \rightarrow+\infty, \quad \nu_{p}\left(n_{k}\right) \rightarrow+\infty .
$$

Indeed, let $\left(n_{k}\right)$ be such a sequence. Let $\mathbb{K}$ be the splitting field of the polynomial $X^{3}+X+1$ and $\mathfrak{p}$ a prime of $\mathbb{K}$ above $p$. Then, replacing $\left(n_{k}\right)$ by a subsequence, we have

$$
\nu_{\mathfrak{p}}\left(2^{n_{k}}-\alpha\right) \rightarrow+\infty, \quad \nu_{\mathfrak{p}}\left(n_{k}\right) \rightarrow+\infty
$$

for some root $\alpha$ of this polynomial. Theorem 3.5 implies that 0 is a twisted zero of the LRS $2^{n}-\alpha$, a contradiction, because $\alpha$ is not a root of unity.

To conclude, let us ask one more question. Theorem 1.5 deals with just one individual prime number. What happens if a sequence $\left(n_{k}\right)$ satisfying (1.5) can be found for all but finitely many primes? One may expect that in this case $a$ is a genuine zero of $U$, not merely a TRZ.

Question 6.7. Let $U$ be an LRS with values in a number field $\mathbb{K}$, and $a \in \mathbb{Q}$. Assume that for every $\mathbb{K}$-prime $\mathfrak{p}$, with finitely many exceptions, there exist a sequence of integers $\left(n_{k}\right)$ (depending on $\mathfrak{p}$ ) such that

$$
\nu_{\mathfrak{p}}\left(U\left(n_{k}\right)\right) \rightarrow+\infty, \quad \nu_{\mathfrak{p}}\left(n_{k}-a\right) \rightarrow+\infty .
$$

Does it imply that either a a trivial TRZ (as defined in Subsection 4.5) or $a \in \mathbb{Z}$ and $U(a)=0$ ?

Probably, "all but finitely many primes" can be replaced by "primes from a set of density 1 ". But, as Example 1.3 shows, it is not enough to assume that this holds for infinitely many primes, or even for primes from a set of positive lower density.
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[^0]:    ${ }^{1}$ An LRS is called simple if its characteristic polynomial has only simple roots.

[^1]:    ${ }^{2}$ We prefer the spelling Chebotaryov, as in [23], because it is more consistent with the original Russian and Ukrainian pronunciation.
    ${ }^{3}$ This is in conflict with the convention of Section 5 , where $x \mapsto \bar{x}$ denotes the complex conjugation. However, in this section we never use complex conjugation, so there is no risk of confusion.

[^2]:    ${ }^{4}$ Actually, it is of density $\# \Sigma / \# G$, but the exact value of the density is not relevant to us.

