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Abstract

Solvency games are a gambling problem on infinite-state MDPs where the investor’s fortune
n € N is the state. In every round, the investor chooses an action from a finite action set,
and every action yields a distribution over integer-valued gains in an interval {—/¢, ..., m}. The
risk-averse investor wants to minimize the probability of eventual ruin (reaching a fortune < 0).

It was shown in [BKSV08] that memoryless deterministic optimal strategies exist, but they
do not have a pure tail in general. Even in the special case of gains in {—2,...,1}, the optimal
strategy may need to make use of two different actions at arbitrarily high fortunes.

We show that in the case of gains in {—2,...,1} there exists an optimal strategy that either
has a pure tail or strictly alternates between just two actions. Moreover, already in the slightly
more general case of gains in {—3,...,1}, it is possible for the optimal strategy to be unique
but aperiodic.

Finally, we show that the optimal strategy is computable if it is unique. Moreover, (some)
optimal strategy can always be computed in the case of gains in {—¢,...,1} for any £ € N.

1 Introduction

Background. Decision making under uncertainty is a fundamental problem studied in computer
science, operations research and game theory. We study solvency games, a very simple model in
which a single player (aka the investor) wants to maximize the probability of perpetual solvency,
i.e., to minimize the probability of eventual ruin. Even in this very simple setting, optimal strategies
may need to be rather complex.

A solvency game can be described as a gambling problem on an infinite-state MDP. The states
of this MDP are numbers n € N which correspond to the current fortune of the investor. In
every round of the game, the investor chooses an action from a finite action set A = {A, B, ... }.
Each action yields a distribution over integer-valued gains in a bounded interval {—¢,...,m}. The
new fortune is then the old fortune plus the gain. The risk-averse investor wants to minimize the
probability of ruin (eventually reaching a fortune < 0).

There always exist optimal deterministic strategies that depend only on the current fortune (i.e.,
they are memoryless) [BKSV0§|. Such strategies can be described by functions ¢ : N — A. While
having a large fortune can reduce the risk of ruin, maximizing the expected fortune in the long
run does not coincide with minimizing the risk of eventual ruin. This is easy to see for very small
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fortunes, e.g., n = 1. Suppose action A yields gains +10 and —1 with probabilities 1/2 each, while
action B yields gains +1 and —1 with probabilities 0.6 and 0.4, resp. While action A has a higher
expected gain, the risk-averse investor still needs to play action B at fortune n = 1 in order to
minimize the probability of ruin.

Still, it seemed plausible that, at least at fortunes n above some finite threshold ng, an optimal
strategy o could always play an action with maximal expected gain, i.e., o(n) = A for all n > nyg.
Such strategies are also called pure tail or rich man’s strategies. It is easy to see that there
always exist e-optimal rich man’s strategies for every £ > 0. If at least one action A yields a strictly
positive expected gain then some strategy that plays A at all fortunes n > ng (where ny depends
on ¢) can be e-optimal everywhere, since the risk of eventual ruin from fortune n converges to 0
as n — oo [BKSV0S8, Fact 3|. Otherwise, if all actions have an expected gain < 0, then eventual
ruin happens almost surely for every strategy (except in the degenerate case where some action has
exactly gain 0 only). For a quantitative analysis of these approximation properties see [BBEK13].

However, optimal strategies do not have the same properties as e-optimal strategies. In partic-
ular, optimal rich man’s strategies do not always exist [BKSV08|. Surprisingly, even in the special
case of two actions and gains in {—2,..., 1}, the optimal strategy may need to use both actions at
arbitrarily high fortunes, even though one action has a sub-optimal expected gain. Their counterex-
ample does not show whether the two actions appear in any regular pattern for increasing fortunes
n in the optimal strategy. It was an open question whether there always exist optimal strategies
that are ultimately periodic, i.e., eventually repeat a finite pattern of actions for increasing fortunes
n.

Our contributions. First, we show that in the special case of gains in {—2,...,1} there always
exists an optimal strategy that either has a pure tail (rich man’s strategy) or strictly alternates
between just two actions (regardless of the size of the action set). The first type is ultimately
periodic and the second type is periodic (with period 2) everywhere.

By contrast, already in the slightly more general case of gains in {—3,...,1} and action sets of
size two, optimal strategies may need to be much more complex. We construct an example where
the optimal strategy is unique but aperiodic.

Finally, we present some results about the computability of optimal strategies, i.e., finding a
computable function ¢ : N — A that corresponds to a memoryless deterministic optimal strategy
for a given solvency game. In the special case where this optimal strategy o is unique, o(n) is
computable. This is due to the fact that, for every n, the value of the solvency objective at fortune
n can be effectively approximated arbitrarily closely [BBEK13|. However, this method does not
yield any complexity bounds.

Otherwise, even if the memoryless deterministic optimal strategy is not unique, it is possible to
find some optimal strategy o : N — A such that o(n) is computable for every n € N, provided that
the gains are in {—/,...,1} for some ¢ € N. Here o(n) can be computed in time polynomial in n.

Computability of an optimal strategy remains an open question in the general case with gains
in {—¢,...,m} form > 1.

Related work. Many works in gambling theory also consider the problem of minimizing the risk
of ruin, e.g., [DS14] [Fer65, Tru70, Bro95l, [Hil99]. However, their models differ from ours. Instead
of choosing between different actions, their investor chooses which part of his fortune to gamble on
a fixed action. Additionally, some other models allow borrowing or pay interest on unused capital
IBCF™13|.

More closely related to our work are finite-state Markov decision processes with integer rewards



[Put94, PB24]. One can interpret the total reward (the sum of all rewards so far in the run) as the
investor’s fortune. Alternatively, one can consider the fortune as part of the (now infinite) state
space of an MDP. In other words, a state of the MDP is described by a pair (s,n) where s is one
of finitely many control states and n € N is the fortune. Using terminology from automata theory,
this is called a one-counter MDP [BBEKI3|. This model is strictly more general than ours, due
to the additional control states, i.e., our model corresponds to the subclass of one-counter MDPs
with just one control state.

2 Definition of Solvency Games

Definition 2.1. Given ¢,m € N, an (¢,m)-solvency game is an infinite-state Markov decision
process (MDP) with state space N and a finite set of actions A such that each action A € A yields
a probability distribution P4 over the finite set {—¢,...,m}.

The current state n € N is called the fortune of the player and the values k € {—¢,...,m}
are the possible gains in any round of the game (where gains can be negative). P4 (k) denotes the
probability of gain £ under action A, hence )", ., Pa(k) =1 for any A € A.

Since the state space of solvency games is N, a history can be described by a sequence h € N(AN)*
where the first element in h corresponds to the initial fortune. A strategy is a function o that
maps a history h to a mixed action, i.e., a distribution over A. Let h = h'n be a history ending
with fortune n. Then the next fortune n 4 k is determined by adding the realized gain k under the
chosen mixed action to n, i.e., P(A’'nA(n+ k) | h'n) = o(h'n)(A) x Pa(k).

In solvency games the player has the objective to maximize the probability of perpetual solvency,
i.e., keep the fortune > 0. Formally, solvency is the set of runs Nso(ANsg)¥ (a closed set in
the Cantor topology and thus Borel measurable). Equivalently, the player aims to minimize the
probability of eventual ruin (reaching a fortune < 0). For the solvency objective there always exist
optimal memoryless and deterministic strategies [BKSV0S], i.e., where o(h'n) depends only on
n and o(h'n) is a Dirac distribution. Thus we restrict our attention to memoryless deterministic
strategies, which can then be described by simple functions o : N — A.

A solvency game, initial fortune n € N, and memoryless deterministic strategy o induce an
infinite-state Markov chain where the current state corresponds to a random variable X;, where
Xo =nand X;41 = X;+Y;, where Y] has distribution identical to the action o(X;). The probability
of eventual ruin in this Markov chain is

p’(n)=P(FieN-X; <0).

Let p(n) :==P(J € N X; = 2 A Vj < i X; > 0), be the probability under strategy o that the
fortune changes from n to x (without hitting zero in between).

A strategy o is optimal if for every other strategy 7 we have pZ(n) < p™(n) for all n € N.
The existence of optimal strategies in solvency games is shown in [BKSV08| Proposition 7|. For
an optimal strategy o we write popt(n) := p?(n) for the probability of eventual ruin given initial
fortune n.

Assumptions. We assume without loss of generality that no two actions A and B have identical
distributions P4 and Pp over payoffs. Furthermore, if there exists an action A such that P is
supported on a set of nonnegative integers then solvency would be trivial to achieve by always
playing A. Thus, we henceforth assume that this is not the case. We also assume that P4(0) = 0
for every action A. This is also without loss of generality, since otherwise A could be replaced by



an ‘equivalent’ action A’ (i.e., without changing the probability of eventual ruin) with P4/(0) = 0
and Pa/(k) =Pu(k)/(1 —P4(0)) for all k # 0.

Finally, we assume that there exists at least one action A € A with strictly positive expected
gain, i.e., >, p<m KPa(k) > 0. Otherwise, ruin would almost surely happen from every fortune
under every strategy, and hence all strategies would be optimal. This assumption also implies that
limy, 00 Popt(n) = 0 [BKSVO08, Fact 3.

Following [BKSV08, Lemma 1|, we define the characteristic polynomial for each action. (Our
version below uses an additional scaling factor of 1/P4(m).)

Definition 2.2. Let A € A be an action yielding a distribution over gains in {—¢,...,m}. Its
characteristic polynomial is defined as

) = s (k:ZKPAWM - #)

When the context is clear, we may omit to mention ¢ and m and just write x 4(z) instead.

By construction, x4 has leading coefficient 1. Moreover, since P4 is a distribution, x4(1) = 0.

Proposition 2.3 (|[BKSV08, Lemma 1|). For every action A, x4 has exactly one root c4 € (0,1),
called its primary root. Moreover, for any complex root r distinct from 1 and ca, |r| < ca.

The roots of the characteristic polynomial x4 of action A which are neither the primary root
nor 1 are called secondary roots.

The following theorem showed that an optimal rich man’s strategy exists under a certain con-
dition on the primary roots of the characteristic polynomials.

Theorem 2.4 (|[BKSVO08, Theorem 8|). Consider a solvency game with action set A where there
exists an action A € A such that the primary root cy of xa satisfies ca4 < cp for the primary root
cp of every action B # A.

Then there exists an optimal rich man’s strateqgy o : N — A, i.e., there exists an ng such that
o(n) = A for all n > ny.

However, it was also shown in [BKSV0§| that an optimal rich man’s strategy need not exist in
general, even for solvency games with just two actions and gains in {—2,...,1}.

Theorem 2.5 (|JBKSV08, Theorem 9|). There exists a (2,1)-solvency game with two actions A =
{A, B} such that ca = cp and if a strategy o : N — A is optimal then for every W € N there exist
n,n’ > W such that o(n) = A and o(n’) = B.

This theorem shows that both actions are needed infinitely often. However, [BKSV08, Theorem
9] did not show whether o (eventually) strictly alternates between A and B. An example of a
(2,1)-solvency game where the optimal strategy strictly alternates between actions A and B was
described in [Brol0]. In Section [3| we show that all (2, 1)-solvency games admit optimal strategies
that either strictly alternate or are a rich man’s strategy.

More generally, it was open whether there always exists an optimal strategy that is ultimately
periodic, i.e., eventually repeats a finite pattern of actions indefinitely for fortune n — oo. We
answer this negatively, even for (3, 1)-solvency games, in Section



3 Computability Results

In this section, we focus on the class of (¢, 1)-solvency games and provide an efficient way to compute
optimal strategies for such games. We will assume that all action share the same primary root, c.
This is because of Theorem if there were a strategy with a smaller primary root, an optimal
strategy would always choose this action for all sufficiently large fortunes.

In the later subsections, we investigate some special cases on which we can say even more about
the optimal strategies (namely (2, 1)-games and (3, 1)-games).

3.1 Computing the optimal strategy knowing it is unique

It is shown in [BBEK13, Theorem 3.1| that the probability of eventual ruin in a solvency game can
be effectively approximated—there is a procedure that inputs a solvency game A, initial fortune
n € N, and precision ¢ > 0, and outputs a rational number ¢ such that |popi(n) —¢| < e. (In
fact, this approximation works even for the more general model of one-counter MDPs, i.e., with
control states.) From this it easily follows that the optimal strategy is computable, provided that
it is unique. More precisely, there is a procedure that inputs a solvency game A and initial fortune
n € N and that, under the promise that A has a unique optimal memoryless deterministic strategy
o : N = A, outputs o(n). Indeed, it is classical [Put94 Section 4.3| that, being the probability of
a finite-horizon objective, pop¢ satisfies the so-called Bellman optimality equation

Popt (1 mln Z PA(k) - popt(n + k) .

Then, by uniqueness of ¢, the minimum on the right-hand side of the above equation is achieved
for a single action A € A. To determine this action we find the (unique) minimum summand on
the right-hand side. This can be done by computing the values popt(n + k), for k € {—£,...,m}, to
sufficient precision using the above-mentioned procedure of [BBEK13|. Note that the running time
of the above procedure depends on the precision required to distinguish the optimal action from
given fortune n from the next best action(s), for which we have no a priori bound.

3.2 Characteristic polynomials in an (¢, 1)-solvency game

In this first subsection, we make explicit the formulas linking the roots of the characteristic poly-
nomials and the probabilities of the actions. Let A be an (¢, 1)-solvency game and A € A be an
action. Recall that all actions of A share the same primary root ¢ € (0,1). Then A has characteristic
polynomial

/—1
xa(@) = (z = 1)@= [(&—ras)
i=1
where the r4 ;s are the remaining complex roots of x4. We denote by 74 = (ra,1,...,74,0—1) the

vector of all these roots. Using Vieta’s formulas [Art11, Chapter 4, Section 4.6 we have:

1

Pl = T e et

and

o Sk+1(ra) + (c+ 1)sg(ra) + csp—1(ra) or
Pa(—k) = (1) L+c+si(ra) kel

where the k-th elementary symmetric polynomial sx(r4) is defined by



o s0(ra):=1;

e Forall k € {1,...,0— 1}, sp(ra) := > TAi T A
1<iy << <0—1

o For k> ¥, sp(ra):=0.

Among all these sums, we give a special name to the sum of all roots s4 := s1(r4) and the
product of all roots p4 1= sp—1(ra).

3.3 Computing optimal strategies for (/,1)-games

We first give a simple but useful characterisation of optimal strategies in (¢,1)-solvency games.
Recall that pZ(n) denotes the probability under o that the fortune changes from n to z, while p?(n)
denotes the probability of ruin from fortune n. Finally, popt(n) denotes the minimal probability of
ruin from n.

Lemma 3.1. Let A be an (¢,1)-solvency game. A memoryless deterministic strategy o is optimal
if and only if it maximizes p3, 1(n) for alln < w + 1.

Proof. First we show that a sub-optimal strategy ¢ cannot maximize pg_ (n) for all n < w + 1.
Consider a sub-optimal memoryless deterministic strategy ¢ and an optimal memoryless determin-
istic strategy o’. Then there exists a fortune n € N and actions A, B € A such that o(n) = A and
o'(n) = B such that § := >, 1., Pa(k)popt(n + k) — popt(n) > 0. Since limy o0 Popt(w) = 0,
we can pick a sufficiently large fortune w + 1 > n such that popt(w + 1) < §/2. Since almost
all runs from n that forever stay below fortune w + 1 end in ruin and ¢’ is optimal, we obtain
pg/ 4+1(n) > 1=popt(n). Towards a contradiction, suppose that o maximizes pg, , (n) for all n < w+1.
Then pg,,(n) > pgjﬂ(n) > 1 — popt(n). Let o” be the strategy that first plays like o from n, but
upon the first visit to w + 1 it switches to the optimal strategy o’. (Here we use the property
of (¢,1)-solvency games that the fortune can increase by only +1, and hence fortune w + 1 is not
skipped.) Then 1 —p?"(n) > Po1(n) - (1= popt(w + 1)) > (1 = popt(n)) - (1 = §/2). However,
since 0”(n) = A we have 1 —p% (n) <1 =3 jcper, Pa(k)popt(n + k) = 1 — (popt(n) + &) and thus
(1 = popt(n)) - (1 = 6/2) <1 — (popt(n) + &) and therefore (1 — popt(n))/2 > 1, a contradiction.

For the other direction we show that a strategy o that does not maximize p, (n) for all
n < w + 1 cannot be optimal for solvency. Consider such a ¢ and fortunes n < w + 1 such that
pg,,1(n) is not maximal. Then there exists a different strategy o’ such that e 41(n) > pf1(n).
Let o” be the strategy that first plays like ¢’ from n, but upon the first visit to w + 1 it switches to
some optimal strategy o*. (Here again we use the property of (¢, 1)-solvency games that the fortune
can increase by only +1 and w + 1 is not skipped.) Then 1 —p?" (n) > pgﬂ(n)(l — Popt(w + 1)) >
Po11(n)(1 = popt(w 4 1)) > 1 — p?(n), since almost all runs that forever stay below fortune w + 1

end in ruin. Therefore ¢ is not optimal from n. O
We have .
Vw € {1,...,1’—1} pg(w): Z Pa(w)(k)pg(w—i_k)
k=—¢
Now for a word W € A* we say that a strategy o agrees with W if for all k € {1,...,|W]|},

o(k) = Wy. Note that for any strategies o, 7 that agree with W we have

Vw € {17"'7’W’} p|UW|+1(w) :p\TW\Jrl(w)



Therefore, for w € {1,...,|W|+ 1}, we simply denote p" (w) = hWHl(w) where o is any strategy
that agrees with W.
We now provide a way to compute the quantities p"¥'. Note that by what has been said above,

vme {1,..., W]} p" ZIP’Wm Wim+k) and pV(W|+1)=1
k=—/¢

In other words:

0
w
S ulast(W) p (1) .
v -] s
wwl+n) Y

where for A € A and n € N5, the n-dimensional column vector uf} is defined by

0 i<n
(un), = {IP’A(l) i=n

and the matrix Sy is recursively defined by

e S, is the empty matrix

Sw ulast(W)
® Swa = A\ W] with v} defined for n € N and A € A being an n-dimensional
(vii) !
column vector such that (v;?) = 0 i<n-—2

Pa(i—n—1) i>n—2

Lemma 3.2. For all words W € A*, Sy is invertible and the last column Cy of (Sw)~! satisfies
o forallAc A, Cy = (-1).
o For Ac Aand W € AT,

1 Pyoe iy (1)C
Cra = ast () (1) W)

1+P1ast(W)(1)< Uit CW> ( -1

e Denoting Dy = =Pl (1)Cw, its coefficients are in [0, 1].

Proof. The proof is by induction on the length of W. The base case is as follows. For A € A we
have S4 = —1, which, considered as a 1 x 1 matrix, is its own inverse. In particular, C4 satisfies
all the announced properties.

For the induction step, assume that for some W € A", Sy is invertible and that Dy, has



coefficients in [0, 1]. Using Schur’s complementﬂ

Sw 4 is invertible <= —1 — <’U|1?/V|’ SW—lu‘l{ﬂ;t‘(W)> £0

1+ <U|‘?/V|7P1ast(W)(1)CW> #0
—1- <vﬁ‘,v|,DW> 20
By the induction hypothesis, Dy has coefficients in [0, 1]. Therefore

1 <vf§V|,DW> >1- g @fgw)i —Px(1) >0

which is to say that Sy 4 is invertible. Also, Schur’s complement formula provides an expression of
Cw 4 which turns out to be exactly the advertised equality. Therefore

o Px(D) D
Dwa = 1—<U|‘?/V|,DW> ( 1W>

which, since 1 — <v|)§V|, DW> > Px (1), guarantees that the coefficients of Dy 4 also lie in [0,1]. O

Corollary 3.3. For all (¢,1)-solvency game A and for all words W € A%, pVV is computable and

we have: W
p" (1)
) ([ Dw
-()

Proof. By Lemma we can apply Schur’s complement formula in Equation . This exactly lead
to the announced statement. O

PV (W + 1)

We now give some more properties of the vector Dyy.

Notation. For W € A* and k < |W/|, we denote by W[l : k] the prefix of length k£ of W. In
particular, the zero-length prefix W1 : 0] is the empty word €. To handle “negative-length” prefixes
we define, for £ < 0, W[l : k] := L for some symbol 1 ¢ A*.

QwiL:i—1]

Proposition 3.4. For all word W € A" and i € {1,...,|W|}, (Dw); = 0
W

defined as follows:
e O =0 and Q. :=1.

where Qw is

1
o For Aec A = )
TLet M = (Ij Z) with A € R™™"™ invertible, b € R™*!, ¢ € R'*", d € R. Define the Schur complement of A in

M by S :=d— cA™'b. Then M is invertible iff S # 0 and in that case we have,

p-lo (ATTHATIBS ATt —ATTb ST
o —S7teAt St '

See [HJ13| Section 0.8.5] for more details.



o For Ac Aand W € AT,

1 1
Qwa = Pal) <QW - Z PA(k)QW[1:|W|+k]>

k=—¢

This proposition shows that the probability of reaching |IWW|+1 playing the word W and starting
from i is a quotient of polynomials (in the probabilities of the actions) whose numerator has a regular
form and whose denominator does not depend on 3.

Proof. e By definition, for A € A, (Da)1 = —Pa(1)(Ca)1 =Pa(1) = Qe = QAD:O}.
Qa Qa
e Assume the property for some W € AT. Let A € A. Then, unfolding the definition of Qw 4
and using the induction hypothesis,

1 -1
Qwa = Pa() (QW - k;fA(k)QW[lﬂwHk])

= IP’Al(l) (QW - <Uﬁl/v‘>QWDW>>

On the other hand, unfolding the definition of Dy, 4 and the induction hypothesis, for i €
{1,...,|W|} we have

(Dwa)i = Pal) (Dw); = Pa(1) Qw1:i-1]

1= <U|I?’V|’DW> L - <U|I?/V|aDW> Qw

_ PA(l)QWA[lzi—l}
Qw — <Uﬁy‘, QWDW>

_ Qwapi-y

Qwa
Also we have
(Dwa)yas = —AL) Pa(1)Qw

1- <U‘I?,V‘7DW> - Qw — <U‘I?,V‘7QWDW>
_ Qw _ Qw AL W]
Qwa Qwa

Lemma 3.5. For all W € A*, Qw is positive.

Proof. This can be proven by induction. Q. =1 > 0. Since, for W € A* and A € A, (Dw4); exists
and is non-negative. By induction, Q1.5 being positive, it forces Qw to be positive too. O

Proposition 3.6. Let A be an (¢,1)-solvency game. Then there is a computable optimal strategy o
for A and for all n € N*, a(n) is computable in time linear with n in terms of operations over Q.



Note that we could have deduced the computability of an optimal strategy earlier. However,
Proposition makes it possible to obtain time complexity linear in n instead of proportional to
n* given by the entire computation of the inverse of the matrices Sy for all U word of length at
most n 4+ 1 on alphabet A.

Proof. Assume we have computed o for 1,...,n — 1 and that it agrees with the word W =
Wi...Wp—1. Using Lemma to compute o(n), we just have to choose an action A € A
that maximises the probability p"4(n). Using Proposition we have
WA () = Qw
Qwa
Having already computed Qw,- - , Qwi.jw|—g We just need to compute all the Qw4 for A € A,
which is possible by the definition of Qw4 and just pick the action corresponding to the lowest
Qwa. This leads to the computation of |A|n quantities to compute o(n). O

This computation method leads to the introduction of the following quantity:
. A,B
Notation. AV[} = Qwa — Qwas

The point of AS}B is to say that assuming we play a strategy that agrees with W, at wealth
|W| + 1 we should play A instead of B if and only if Af/‘V’B <0. If AG}B > 0 then we should prefer
B over A.

The quantities @y make use of the shared primary root c¢. It is actually possible to consider a
modified version of it to get rid of all the ¢’s.

Notation. For W € A*, we denote Ry = Qw — (¢ + 1)Qw1;jw|-1] + cQwi:jw|—2 Where c is the
primary root shared by all the actions of A.

An immediate consequence is that Ryya— Rwp = Qwa — Qwp = A{;‘V’B. Also we can note that
R.=1and R, =0.

Lemma 3.7. For all W € A* and for all action X € A,

/-1

Rwx = (=1 sp(rx) Rurugw) -1
k=1

See Appendix [A] for the proof.

3.4 (2,1)-solvency games

Let us consider a (2,1)-solvency game A. For any A € A, x4 has degree 3. Since by Proposition
it has two roots in (0, 1], all its roots must be real. Moreover, the last root must be negative.
We know by Theorem that if one action A has a smaller primary root than all the other actions,
there is an optimal rich-man strategy with an infinite tail that selects action A. In this section, we
consider the complementary case where all the actions of A share the same primary root: ¢. We
will show that in this situation, the optimal strategy is exactly an alternation between two actions.

Note that in this case, the vector of remaining roots, 74, consists in a single entry, r4 1. Let
Amin, Amax € A be such that r4_, 1 = min{ra; | A€ A} and ry = max{ra; | Ac A}
respectively. We show the following:

max,l

10



Apin ne2N+1

A neoN s the unique optimal strategy for the

Theorem 3.8. The strategy o(n) := {

solvency game A.

Proof. Using Lemma |3.7, we have

1

Rwx =Y (=) si(rx) Rwpw-k+1) = 51(rx) Rw
k=1

This means that
AP = (s1(ra) — s1(rg))Rw = (ra — ) Rw

We now prove by induction that the announced strategy is the unique optimal strategy.

e At n =1, we need to take the action A that minimises Q4 = 1+ ¢+ r4. This action must be
Apin- Therefore, o(1) = Apin-

e Assume that we have shown that an optimal strategy o agrees with the word W = Anin AmaxAmin - - -
of length n — 1. By Proposition o(n) must be the action that minimises Qyo(,). Let
A, B € A any two distinct actions such that r4 < rp < 0. Using the equation satisfied by
Ry, we have
n—1 n—1
R =ris e
which is negative if n € 2N and positive if n € 2N + 1. In particular if n € 2N, for all actions
A distinct from Apax, Aé}Am‘“ > 0 meaning that Qwa,.. < @wa and thus we must have

o(n) = Apax. Similarly, if n € 2N + 1, for all actions A distinct from Ay, Aévmi“’A <0
meaning that Qwa_.. < Qwa and thus we must have o(n) = Apyin.

min

3.5 (3,1)-solvency games
Let us consider a (3, 1)-solvency game A. Using Lemma we have for all W € A4* and X € A,

2

Rwx = Z(—1)k+18k(TX)RW[1:|W|—k+1] = s1(rx)Rw — s2(rx) Rw(1:jw-1) (R3)
k=1

This means that
AP = (s1(ra) — s1(r))Rw — (sa(ra) — s2(r5)) R w1

This in particular shows that Ry, can be computed by iterating a 2 x 2 matrix and thus A‘SV’B by
iterating 3 X 3 matrix. In this section we will show that we can actually bring this down to a 2 x 2
matrix. In a later section, we will actually use this to find example of optimal strategies that must
be aperiodic.

For brevity we denote for any action X, sx = s1(rx) the sum of its secondary roots and
px = s2(rx) their product. Note that for any two distinct actions A, B we must have s4 # sp
or pa # pp. If both were equal, the payoff distributions P4 and Pp would be identical, which is
assumed not be the case. We now consider two actions distinct actions A and B.
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Case sg # sp
Lemma 3.9. For all actions A, B, X € A and for all word W € A*,

A,B PA—DPB\ \AB pa—p5\> PA —DPB - pa—p8\"" aB
Awx = <SX  sa sB> Aw _<<SASB> _SXSAfsB +pX> — <SASB> AVV7[1¢|VV|—/’€]

See Appendix [A] for the proof.

|[W| N k—1
Corollary 3.10. Denoting E{?V’B = > <pApB> ALB we can efficiently compute

. —_ J
= \sa_sp WL:|W|—k]

A%B for all W € A* iterating the following linear expression:

2

bA — DB bA — DB bA — DB

AvB S —_ - —_— +S —_— AvB
(A%/é() — X SA — SB (SASB> XSAfSB px (AW )
Eyx 1 PA — DB

SA— SB
. ALB SA— SB
with (EE’B) = ( 0 )

A particular example of the case s4 # sp is when py = pp. If so, Corollary becomes:

()= (7 ) ()
Ay 10 AWw

This is especially the case when there is some r > 0 such that for all action X € A,
rx1 = rexp(ifx) and rx2 = rexp(—ifx)

for some fx € R. Note that, if so, for all action X, sa(rx) = r? and s1(rx) = 2rcos(fx). In
particular the relation on A4Z simplifies to

AB AB 2AAB
Ay = 2rcos(Ox)Ay” —r AW[1;|W|—1]

We can consider the new quantity

AB
A/A,B _ A[/V
W 2 (cos(f4) — cos(fp)) riWi+1

This is well defined because P4(1) > Pp(1) forces s1(ra) < s1(r2) hence cos(64) — cos(fp) < 0.
One can check that the newly defined quantity satisfies for all W € {4, B}* and X € {A, B}

AB A,B A,B
A/WX = 2COS(0X)A/W - A/W[I‘W‘—l} (A?)I‘)
and also A’ EA B — 1. This is the situation we will consider in Section | to exhibit a solvency game

that has only aperiodic optimal strategies. Note that this relation does not depend on neither A
nor B.
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Case sg4 = sg In this case, we must have p4 # pp and

AP = (05 — pa) Rwpw| 1

Using (R3]), this leads to the relation standing for W € A* and X,Y € A:

() - () (355)
Ay 1 0 Ay

AP PB — DA
ith = .
T ade ( 0 )

4 A Necessarily Aperiodic Optimal Strategy

In this section we show that there are games that need the optimal strategies to be aperiodic. We
provide an explicit example of a (3, 1)-solvency game with exactly two actions A and B sharing the
same primary root,c > 0 and with the secondary roots being complex conjugate to each other with
modulus shared by both actions. To make things clearer A and B have the following characteristic
polynomials:

xa(z) = (z—1)(z —¢) (x —rexp(ifa)) (x — rexp(—ifa))
and

xB(x) = (x—1)(z —¢) (x — rexp(ifp)) (x — r exp(—ifp))

We denote, for short, x4 := cos(f4) and zp := cos(fp). This places us in the case s4 # sp of
Section [3.5] Without loss of generality, we assume that z4 < zp, which means that P4 (1) > Pp(1).

Lemma 4.1. For any action A associated with a polynomial of the above form we have

2
1
e o eF
r(c+1)

Conversely, any r < c € (0,1) and x4 € [—1,0) satisfying these conditions give a valid action.

See Appendix [B] for the proof.
Note that x4 can be chosen freely in [—1,0) up to take r to be sufficiently small.
As explain in the proof of Proposition [3.6] we have:

Fact 4.2. Having computed an optimal strategy up n— 1 agreeing with the word W, A is optimal at
n if and only if A{;‘V’B > 0. If instead A’;‘V’B < 0 then B is optimal. Finally, if A’;‘V’B = 0 then they
are equally as good.

The quantity A“‘?V’B is actually simpler to use. Since z4 < zp, it as the opposite sign to A’;‘V’B.
Also since P4 (1) > Pp(1), we have

A,B A,B
ANDP7 =1 and AY7 =2z4

Finally, using Equation we get
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Fact 4.3. Let o an optimal strategy and W, = o(1)...0(n) € A" the word of length n on which it
agrees. Then n B B

A/Wn+2 = 2a:XnA'W’n+1 — Ay
where X, = A if A“‘?[}fﬂ >0, X, =B if A’é}f

. <0 and either A or B if A’a}il =0. In all
cases, defining the sequence

uyg = 1
Uy = 2xs
Unt2 = (A +TB)Unt1 — Up — (T4 — TB)|Unt1]

we have for all n € N, A’a}f = uy. Also, optimal strategies have forced value wherever u, # 0
and are free when u, # 0. In particular, the optimal strategy is unique if and only if, the sequence
(Un),eny never hits 0.

We are now ready to give an explicit example of a solvency game that has a single optimal
strategy which is aperiodic. We take the (3,1)-solvency game A = {A, B} with A, B as just

3
explained and satisfying x4 = —5 and xg = 1o Hence, ug =1, u; = —3/2 and

Un+2 = Csign(unyy)Un+1 — Un, where cy =—3/2, c. = —11/10.

Un41\ Unp, . . 0 1 o 0 1
(un+2> - Lcsigrl(un+1) <un+1> Wlth Lc+ 7 <_1 C+> ’ Lc* - (_1 c_ .

We aim to prove:

Thus,

Theorem 4.4. For alln € N, u,, # 0 and the sequence (sign(un)),cy 5 not eventually periodic .

Going in this way from 0 to infinity we create an infinite word on an alphabet with two letters

{Lc,, Lc_}. Here is the beginning of the word:

()

L. ,Lo,, L¢,, Le_, Le,, Le_, Lo, Le,y Le_y, Lo, ...

C4 C4 Ct C4 —

Lemma 4.5. For all natural number n € N, there are p, € N coprime with 2 and 5 and ¢, € N
such that

I
" onbgn

Proof. By induction. We verify it immediately for n = 0,1. Assume now that we have found

Dns Pnt1, dn and @41 for some n > 0. Then

APp+1 oIn — 4pn5qn+1+/8

Unp+2 = C+Up+1 — Up = 2n+254n+Qn+1+/3 ) (a716) - (_370)7 (_11) 1)7

according to whether u, 11 < 0 or un,4+1 > 0, respectively. O

Corollary 4.6. For all natural number n, u, # 0 and all the values of the sequence are distinct
from each other.

Lemma 4.7. Writing u, =

23;;(] as above, for allm € N, ged(pp, pny1) = 1.
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Proof. By induction. We verify it immediately for n = 0,1. Assume now that we have shown this
for some n, then for some (o, 8) € {(—3,1), (—11,5)},

OPp+1 oI — 4pn5qn+1 +h
IN+25gn+an+1+8

Up+42 = CLUp+1 — Un =

Let d a common divisor of p,4+1 and p,42. In particular, d is not dividable by neither 2 nor 5. pj,12
is app159 — 4p,5%7+118 divided by some power of 5. Then d divides ap, 4157 — 4p,5%+1 15 hence
it also divides 4p, 5+1+8. Therefore d must divide p,,. By induction hypothesis d = 1. O

Next we record the indices ¢ where u; > 0,u;+1 > 0. Let (bg) ren the increasing sequence of all
such indices. Let also B = {qx | k € N}. Here are the first elements of this set:

B ={3,14,17,25,28,39,50,53,61,64,...}. (B)
It seems that for all kK € N, by1 — g € {3,8,11}. This is the objective of our next lemma.

Lemma 4.8. Assume that i € B and let u; = a, u;41 = b. Then the next j > i such that j € B is
one of

b 2
(i) If — > 26 ~ 1.2381 then j =i+ 3 and

a 21

11 13 13 21
Ui4+3 = TOCL + %b and Uj4+4 = —%a + Eb

b 21942

(ii) If = < % ~ 0.3370 then j =i+ 8 and
10971 65107 65107 196981

Uj4-8 = and Ui4-9

a — a + .
40000 80000 80000 160000

(iii) Otherwise j =i+ 11 and

7216067 4905339 d 4905339 n 32141837
a— an Ujt12 = a
8000000 16000000 127 16000000 32000000

Ui+11 =

This follows from a routine calculation. Note that the “cut-off” values 26/13, 21942/65107 are
never achieved with b/a = wuy+1/uy, because by Lemma : Up+t1/Up 1S a rational number with an
even denominator, whereas the three numbers above have even numerators. Let now

11/10 13/20>

M3 = Lc+chLC+ = <—13/20 21/40

10971 65107
Mg=Le, Le_Le Le Le_Le,Le_Le, = (%8989 19860908010) ;
80000 160000

7216067 4905339 )

Mir = Lo Lo Lo Lo L Loyl Lo Lo Lo Lo, = (000l
16000000 32000000

This suggests that we have automaton such at each instance (u;, u;4+1) = (a,b) with a > 0, b > 0,
the next time when both x;, ;11 are positive is obtained by applying one of M3, Mg, Mi; to
(a,b)T. So, we study this automaton. We let u,v € {3,8,11} and write M, — M, to indicate if
after having applied M, to (a,b)”, the next possible move is M,. Just to get a feeling of what we
might expect we calculated the first few terms of the sequence bj41 — b; listed in getting

¢ ={11,3,8,3,11,11,3,8,3,11,3,8,3,8,3,11,...}.
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Lemma 4.9. (i) There are no two consecutive 3’s;
(ii) There may be two consecutive 11°s in C but not three of them;
(iii) An 8 is never followed by an 8 or 11;
(iv) An 11 is never followed by an 8.
(v) Any group 11, 3 is followed by an 8.
See Appendix [B] for the proof. Now we prove the following lemma:
Lemma 4.10. FEach of the states 3,8,11 is being visited infinitely often.

Proof. Since 8’s are only followed by 3’s and 11’s are followed by 3 or 11, 3, it follows that 3 is being
visited infinitely often. Since there is no group 11, 3, 11, it follows that if 11 is visited infinitely
often, so is 8. So, we only have to rule out the case when there are only finitely many 11’s. In this
case our sequence after a while looks like

MsMgMsMs, . ...
000 _ (T
+,4+ )/’
a — [,1000 a
v b)’

we have ' < 0, which is wrong. This shows that in fact M3Mjg cannot repeat itself more than 1000
times without an My, appearing. This finishes the proof of this lemma. O

Let L := M3Mg. One checks that

showing that with

Now we study the growth of (uy),cy. Although it is likely to be bounded, we could not prove.

Nonetheless we can show the following:

Proposition 4.11. We have u, = O (1.06™)

n—+oo

See Appendix [B] for the proof.
We now give a bound on the quantity ¢, seen in Lemma [£.5]

Lemma 4.12. We have g, < 0.32n for all large enough n.
See Appendix [B] for the proof. We are now ready to conclude.
Theorem 4.4. For alln € N, u,, # 0 and the sequence (sign(un)),cy s not eventually periodic .

Proof. Assume it is. In particular, the part B namely of those n such that u, > 0 and u,4+1 > 0 is
also periodic. Assume it is of period k. It then follows that for some ¢ty and k£ and some matrix M

we have that
< Ukt+r ) _ M< Uk(t—1)+r )
Ukt4r4+1 Uk(t—1)+r+1
for all r € {0,1,...,k — 1} and all ¢t > ¢;. In particular,
< Ukt+r > _ Mt*to < Ung )
Ul gr 41 Ung+1)

with ng := k(t—to) +r. This shows that (ugt,)e>t, is binary recurrent. The characteristic equation
is given by M*, a matrix of determinant 1. So, there are various scenarios.
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(i)

(i)

(iii)

The matrix M has complex conjugated eigenvalues of absolute value 1. It then follows that
Ugttrr = Cp cOs(0, + tp),

where M* has eigenvalues e*¥. If ¢ is a rational multiple of m then such sequence has a
finite range as ¢ varies which contradicts Corollary [4.6] If ¢ is an irrational multiple of 7 then
¢r cos(0, + ty) will change signs infinitely often which is false since w4, are positive. Thus,
this case is not possible.

The matrix M has roots in {#1}. Then (ugttr)i>t, either has a finite range or is an arithmetic
progression. The former contradicts Corollary [£.6] and the later contradicts Lemma [£.5] which
states that the denominators of ug4, are divisible by arbitrarily large powers of 2 while the
denominators of numbers in an arithmetic progression remain bounded.

M has real eigenvalues whose product is 1. Assume that these eigenvalues are irrational and
let them be ¢ and 7, with |(| > 1 > |n|. In particular, the pairs (uy, un+1) over these n such
that u,, u,s1 are both positive range over finitely many of pairs binary recurrent sequences
all with the same characteristic roots namely ¢ and 7. Namely, each one of these sequences

has a Binet formula of the form
CTCW/H + dmtn/kj7

where the pairs (¢, d,) are drawn from a finite collection of pairs of conjugated numbers in
K = Q(¢). Note that since u,, is rational, none of ¢, d, is zero. Thus, u,/u,+1 as n goes
to infinity approach finitely many numbers in K = Q(¢). Let us show that none of them is
rational. Assume that u,/u,41 has a rational limit. Writing

Uy = CTCL”/kJ 4 dTnLn/kJ, Ung = C;CLn/kJ + erLn/kJ,

we get that ¢./c. = X, where A € Q. By Galois conjugation d,/d, = X which implies
Up [Up+1 = A. Writing

Pn _ DPn+1
ongan LT ontTpge
where ged(pn, 5) = ged(pry1,5) = 1. By Lemma ged(pp, prt1) = 1. Since A is rational,
this shows that the numerator of u,, (and u,+1 as well) is a bounded integer times a power of
5. By the Binet formula for u,, and linear forms in 5-adic logarithms, the power of 5 in the
numerator of u,, if present at all, is of size n®Y. In particular u, should tend to zero which is
inconsistent with the Binet formula (the numbers ¢,, d, are nonzero). Since each of the three
moves 3, 8, 11 is executed infinitely often, it follows that w, /u,+1 has at least three cluster
points, namely one in the region wuy,41/u, = b/a > 26/21, another in w,1/u, < 0,33704 and
finally one in the intermediary region 0.33704 < b/a < 26/21. The matrix

m m
M = 11 12 7
ma1  Ma22

maps the finitely many cluster points of {uy41/un tnep let them be {y1,...,yr} to the points

Up =

{ mo1 + Mooyl mo1 + MooYk }

mir +miayr’ M+ miayk
So, M induces a function from {yi,...,yx} into itself via Mobius transformations. Note that
oo and 0 do not participate since 1, ..., ¥y, are in K and are irrational and k& > 3 so the tops
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or bottom of the above fractions are not close to zero. Since M is a Mobius transformation,
it it injective on this finite set, so also surjective. Letting g be the order of M as permutation
on this set of k elements, we get that MY invaries all yi,...,yg. Since k > 3, MY must be
the identity (the identity is the only Mobius transformation with three fixed points), so the
characteristic roots of M are roots of unity, a case already treated.

M has real rational eigenvalues ¢, n. We show that this cannot be the case using a size
argument. Assume that M is replaced by a suitable power of itself so it is a concatenation of
matrices of the form D;, --- D;,,, where i1,...,i19 € {1,2,3}, where these matrices have the
same meaning as in Lemma [£.12] Letting K be the total number of matrices in M, we have

that
af XK
M = oK)  dE) |-
2K—1 2K
Further 1a(K) + d() ()
a + U
Tr(M) = oK = SKrar

where by Lemma we have that ¢x < 0.32K. We want that
A2 T (M)A +1= (A= (A — 1),

where (, n are rational. Then,

u(K)/(255%) £ \/(u(K)?/ (22K 520 ) — 4
¢ n= B .

The expression under the square root must be rational so we write it as z(K)/(2555)) where
x(K) is a positive integer and we get

U(K)2 _ 22K+252(]K — .CU(K)Q

This gives
(Ju(K)| + 2 (K))(Ju(K)| = 2(K)) = 222520,

Here, qx > 0, u(K) is odd and coprime to 5 if gx > 0. We see that the only suitable
decompositions are

()| + 2(K) = 225F0 Ju(K)| — 2(K) = 2 525

or
w(K)| 4+ 2(K) = 2254159 Ju(K)| - 2(K) = 2.

These give

(Ju(K)|,z(K)) = (22K 4 5%ax 22K _ 52Ky op (22K520x 41 92K 52K 1),
leading to

2K gax K 1
_ s 2 q
(n,)\)—i(5qK,2K>, i(2 5K72K5QK>.

Now

up =c.("+dy™, n=r (modK), re{0,....,K -1}, m=|n/K].
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Thus, in the first case if ¢, # 0, then

n/K
[un| > |C[" 7 > K
Since qr < 0.32K, it follows that a,, > (2/5%32)" for large n, which contradicts Proposition
m since 2/5%32 > 1.19 > 1.06. The case when ¢ = 25X59% is even worse since in this case
we get a, > 2", which is again false. This is assuming ¢, # 0. Of course if

Up = (" 4+ dn™, Un+1 = C/rCm + d/mm,

where ¢, = 0, ¢, = 0, then uy4+1/u, when u, > 0, u,y; > 0 is a rational number from a
finite list. This number is not one of the numbers 26/21, 21942/65107, 2 - 7216067/4905339
by the argument about u,+1/u, having even denominator. Now the argument with MY for
some fixed g having three fixed points as a Mdbius transformation applies and we are done.

O

5 Outlook and Related Problems

(2,1)-solvency games allow relatively simple optimal strategies: either a rich man’s strategy or
strictly alternating between just two actions. In contrast, already in (3,1)-solvency games the
optimal strategy may have to be aperiodic. However, this aperiodic strategy o : N — A is still
computable, and our computability result even holds for all (¢, 1)-solvency games for every ¢ € N.

For general (¢,m)-solvency games with m > 1 our characterization of optimal strategies in
Lemma does not hold, and computability of optimal strategies remains open.

In the more general model of MDPs with multiple control states, it would be easy to reduce the
(¢,m) case to the (¢,1) case, by dividing the fortune by m and encoding the bounded remainder in
the control state. However, the introduction of control states in the model makes it more complex.
Given a control state s, fortune n and constant ¢ € (0,1), deciding whether the minimal ruin
probability from (s,n) is < c is at least as hard as the Positivity problem [PB24, Corollary 4.5]
(which in turn is at least as hard as the Skolem problem). In particular, this implies that checking
whether two different actions A, B are equally good at a given configuration (s,n) is also Positivity-
hard. On the other hand, if the optimal strategy is unique, then it can still be computed in this
general model, via the approximation technique described in Section [3.1]
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A Proofs of Section [3

A.1 Proof of Lemma
We show that for all p € {1,...,¢—1}, the following property &(p) holds: for W € A* and X € A,

P

Rwx =Y (=1 s (rx) Rupsw|—ks1) + (= 1P (841 (rx) Qs iw|—p) + 5p(rx) Qusiw|—p—1])
pt

¢
+ Z (=1 (sp41(rx) + (c+ D)sp(rx) + esp—1(rx)) Qwp:w|—x
k=p+1

e Recall that Rwx = Qwx — (c+1)Qw + cQw1;w|-1)- Using the definitions of Qwx and the
formulas in Section [3.2]

14

Rywx =(1+c+s51(rx)Qw — > _ (=D (spp1(rx) + (¢ + Dsp(rx) + esp-1(rx)) Quingwi—)
ps

— (c+ 1)Qw + cQwpwi-1]
= s1(rx)Rw + (¢ + s1(rx)(c + 1)) Qwiw|-1) — 51(rx)cQw i jw|—2)

+ (=1)F (spe1(rx) + (e + Dse(rx) + esi—1(rx)) Quwinwi—r)

B
Il ~
—

&

= s1(rx)Bw — s2(rx)Qw:w|—1) — 51(rx)eQw1:jw-2

M~

) (D (spg1(rx) + (e + Dsp(rx) + esp—1(rx)) Quinw—x

X
||
N

which is exactly 2(1).
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e Assume that we have shown Z(p) for some p € {1,...,¢ —2}. Then,

p
Rwx = Z(—1)k+15k(7“X)RW[1:|W|—k;+1] +(=1)" (3p+1(7“X)QW[1:|W|—p] + csp(TX)QW[1:|W|—p—1])
k=1
-1
+ Z (—1)F (spx1(rx) + (¢ + 1)sp(rx) + esp—1(rx)) QWL |W|—k]
k=p+1
p+1
= (=DM s (rx) Rwpuw k1) + (—1)Pesp(rx) Qi w|—p—1)
k=1
+ (=1)P s, (rx) ((c+ DQwpw|—p-1] — CQww|-p-2)
-1
+ (—1)F (spa1(rx) + (¢ + Dsi(rx) + esp—1(rx)) QWL |W|—k]
k=p+1
p+1
= (=DM s (rx) Rwpugw)—na1) + (—1)Pesp(rx) Qi w|—p—1)
k=1
+ (1P spp1(rx) ((c + D)Qwiw|—p—1] — CQW1W|—p—2])
-1
+ (—1)F (sps1(rx) + (¢ + 1)sp(rx) + esp—1(rx)) Qi w|—k
k=p+2
+ (1P (spra(rx) + (e 4+ Dspea (rx) + esp(rx)) Qupsw|—p-1
p+1
= Z(—1)k+15k(TX)RW[1:|W|—k:+1]
k=1

— (=P sy 1 (rx) eQur it w—p—2) + (=P sy 2 (rx) Qur s w|—p—1]

—1

+ (—=1)* (sk41(rx) + (e + Dsi(rx) + esp-1(rx)) Qurpw|-]
k=p+2

~

I
=

which is exactly Z(p + 1).
In the end we get that (¢ — 1) holds hence

-1

Ry x = Z(_1)k+15k(rX)RW[1:\W\fk+1] + (=) (8e(rx) Qs w—e41) + €81 (rx) Qs wi—q)
k=1

+ (=1)" (se41(rx) + (¢ + 1)se(rx) + ese—1(rx)) Qi w|—g

Using that sg(rx) = s¢y1(rx) = 0 this simplifies to

/—1
Rwx =Y (=D s (rx) R iiwi—ks + (=1 s (rx) Quwiw—g
k=1
+ (=Dfes1(rx)Qwigwi—qg
/—1
=) (=D s (rx) Ry =1
k=1

This concludes the proof of the lemma.
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A.2 Proof of Lemma [3.9
We show that for all p € {0, ..., |W|}, the following property Z(p) holds: for W € A* and X € A,

bA —PB A,B
AA’B — sy — A
WX X 54— Sp w

2 k—1
PA — DB PA — DB PA — DB A,B
- (() —SX T +px) Z () AW[l:\W\—k—l]

SA— SB SA — SB I \s54— 5B

2 p
bA — DB bA — PB bA — DB
- (() —sx———— +px> () (54 = 8B) Ry {1 )w|—p—1]
SA — SB SA — SB SA — SB

e By definition,

Aé{/’i = (sa —sp)Rwx — (pa — pB)Rw

= (54 — 5B) <5X - pA_pB) Rw + px (54 — sB) Rw1:jw|-1

SA — SB
bA —DPB A,B bA — DB
= <3X - > Ay~ + <(3X - ) (pa —pB) — px (54— SB)) Ry w)-1
54— 5B 54— SB
2
bA —DPB A,B bPA — DB bA — DB
= (SX - > Ay — (() —sx——— +px> (84 — sB) Rww|-1
SA — SB SA — SB SA — SB

which is exactly Z2(0).

e Assume we have shown Z(p) for some p € {0,...,|W]| —1}. Recall that

(84 = 8B) R w|—p—1] = Aw(r:\w|—p-1] T (PA — PB) Bw[1jw|—p—2]
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Hence

bA —DPB A,B
ARE = (sx - 22 ) A%
WX X 54— sp w

2
_ [ (PAZPB) _
(=9
2
_ bA —PB _
(=9

_( pA_pB)AA,B
=|lsy - —F— W
SA —SB

2
[ (pa—pB\" _
<<SA—SB>
2
_((PAZPB) _
(6=

— (sx — bPA —PB AA,B
SA— SB w

2
bA —PB
SA — SB

2
pA —PB
SA — SB

which is exactly Z(p + 1).

bPA —PB
Sx— +px
SA — SB

bA —PB
SX—— +px> (
SA — SB

+1

54— SB

hS]

pA—pB
SA—SB

bS]
+

e
Il

k=0

bA —PB
+px> (
SA — SB s

SA— 8B

P k—1
PA — DB PA — DB A,B
X +px> Z <> Ay WL W|—k—1]

k=1

bA —PB
X+pX> (
SA— SB

p
bA — DB
E— SA— S R . —p—
SA_SB> (84 = 8$B) Rw 1 jw|—p-1)

1 k—1
PA — DB AAB
<\ 54— sp WIL:|W|—k—1]

p
PA — DB
—_— — Ry 1w —p_
SASB) (A — PB)Rwiw|-p-2

k—1
PA —PB AABl

bA —PB

pHl
— Ry —p_
A_SB> (84 = 8B) Rw[1jw|—p-2)

We then get that &(|W]) holds. Now using that Ry._q = R1 = 0, Z(|W|) simplifies to the

announced statement.

B Proofs of Section /4]
B.1 Proof of Lemma [4.1]

Assume we have an action A for a (3, 1)-solvency game with characteristic polynomial

xa(z) = (z —1)(z —c) (x —rexp(ifa)) (x — rexp(—ifa))

This implies that

1
P B
* Pa(l) = 2reqa+c+1
2
. PA(_l):Q(c—I—I)rwA—i-r +c

2rea+c+1

The above requirement imply the following:

o Py(—2)=—

° ]P’A(—?)) —
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2crzq + (c+ 1)r?
2reqa+c+1

C’I”2

2rea+c+1




(i) 2rea+c+1>1 (iii) 2erza + (c+1)r2 <0
(i) 2(c+1)rza+1r2+¢c>0 (iv) er? > 0.
Inequality is actually always satisfied. Rewriting the others we have

c 2 1
(v) 204> —— : e (vii) 224 < —r

r’+ec 2 +c c .
> — = —— meaning that
r(c+1) r(c+1) r
Inequality is actually pointless. The two remaining ones form the announced statement.

Since ¢ is the primary root, we have ¢ > r > 0 hence —

B.2 Proof of Lemma [4.9]

(i) Let us start with 3. We got there because b/a > 26/13. After arriving there with
a a
(v) =)

Vo (—13/20)a + (21/40)b _ 21/40 21 26

we have

o~ (11/10)a + (13/200b " 13/20 26 21’
which shows that 3 can only be followed by 8 or 11.

(ii) Let us turn now to the 11’s. In order for (a,b) to end up in My, it is necessary that

b
0.33704 < — < 1.2381.
a

§)-s0 )

0.306 + 1.004(b/a)
0.903 — 0.305(b/a)

giving b/a < 0.59. Iterating this, we get

Writing

We get

< 1.239,

0.306 + 1.004(b/a)
0.903 — 0.305(b/a)

< 0.59,

which gives b/a < 0.2, but this is false since we must have b/a > 0.33.

(iii) To see that after 8 we cannot have another 8 or 11, note that with

(o) =)

v 65107/80000 + (196981/160000)(b/a) _ 65107/80000
o/  10971/40000 — (65107/80000)(b/a) ~ 10971/40000

so it cannot be followed by either 8 or 11.

we have

> 2.96,
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(iv) Assuming (a,b)” ends up being in M;1, we then get that with

(5)-3)

Y 1.004(b/a) +0.306
@~ 0.903 — 0.307(b/a)’
Imposing b'/a’ < 0.338, and solving for b/a we get b/a < 0, a contradiction.

we must have

(v) We have to rule out a sequence of the form 11, 3, 11. Assume that we have Mj; followed by

M3. We then must have with
a a
(i) =2 ()

0.306 + 1.004(b/a)
0.902 — 0.306(b/a)

that b/ /a’ > 1.238. This gives

> 1.238,

which gives b/a > 0.58. But in case M3Mi1(a,b)” ends up in Mj;, we must also have with
a” a
£)-n )

—0.240.52(b/a)
1—0.19(b/a)

that b”/a” < 1.239. This gives

< 1.239,
which gives b/a < 0.48, which is incompatible with the previous conclusion b/a > 0.58.

B.3 Proof of Proposition 4.11

We compute the 2-norms of Ms, Mg, M1, which is the operator norm associated to the usual
Euclidean norm ||-||5. It is defined for a real square matrix M by [|M||, = v/p (M MT) where p is
the spectral radius. For M3, we have that

T 653 299
wnef = (%, 8 )
800 1600

is of characteristic equation A\? — 1.70231... A+ 1 = 0. Since |1.70| < 2, this equation are complex
roots of modulus 1. Thus, [|Ms]|, = 1. For Mg we have that MgM{ is of characteristic equation

A —291577... A +1=0,
so [ Ms]ll, < 1.59 < 1.06%. Finally, for Mj; we have that My M{ has characteristic equation
A2 —-201049... A +1=0,

so || M1, < 1.08 < 1.011L. For all n, we can write

() =220 ()
Un+1 31
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where M’ finite product of the matrices Ms, Mg, M11 whose sum of indices is at most n, L' is
the product of at most 10 matrices equal to either L., or L. . In particular, ||L'||, is bounded
independently of n and [|M’||, < 1.06™. Putting together all the above we get that

() () ()

hence u, = O (1.06™).

n—+0o0o

= M 10,

<121l
2

1.06"
2

B.4 Proof of Lemma [4.12]

Let us consider
Dy = M3Mg, Do = M3zMyy, D3= MzMyiMy1M3zMsg.

By Lemma , any acceptable path in the automaton is a concatenation of D; for ¢ € {1,2,3}. We
generated by computer all matrices of the form

D:Dil...Dim, il,...,i10€{1,2,3},

a totality of 3'9 of them. For each of them we wrote

di1 d12>
D= ,
<d21 da2
and we calculated the maximum power of 5 that divides the the denominator of one of the d; ;’s.
This we scaled by the weight of the matrix D (namely how many L., ’s are in each D) which is
given by
w(Di1) +o+ w(Di12)7

where w(D1) = 11, w(D2) = 14 and w(D3) = 36. Denoting p the maximal value the computer
shows that p ~ 0.311111 < 0.32. Now any, like in the proof of Proposition [4.11

(2o
Un+1 Ui

where D’ is the product of a multiple of 10 of the matrices Dy, Do, D3 and L' is the product of at

most 360 matrices equal to either L., or L. . Hence D’ is of the form WD” where D" is an

1
integer matrix and v < p < 0.32n. Similarly, L’ is of the for form ?L” with L” and integer matrix

and K € N being at most divisible by 5%°. Hence L'D’ has denominators divisible by at most
5174360 hence ¢, < pn + 360 which is less than 0.32n for large enough n.
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