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Abstract—It is a longstanding open problem whether there
is an algorithm to decide the Skolem Problem for linear
recurrence sequences, namely whether a given such sequence
has a zero term. In this paper we introduce the notion of
a Universal Skolem Set: an infinite subset S of the positive
integers such that there is an effective procedure that inputs a
linear recurrence sequence u = (u(n))n≥0 and decides whether
u(n) = 0 for some n ∈S . The main technical contribution of the
paper is to exhibit such a set.

I. INTRODUCTION

A linear recurrence sequence (LRS) u = (u(n))n≥0 is a
sequence of integers satisfying a recurrence of the form

u(n +k) = a1u(n +k −1)+·· ·+ak u(n) (n ∈N), (1)

where the coefficients a1, . . . , ak are integers. The celebrated
theorem of Skolem, Mahler, and Lech (see [6]) describes the
structure of the set Z (u) := {n ∈N : u(n) = 0} of zero terms
of such a recurrence:

Theorem 1: Given an integer linear recurrence sequence
(u(n))n≥0, the set Z (u) is a union of finitely many arithmetic
progressions together with a finite set.

The statement of Theorem 1 can be refined by consid-
ering the notion of non-degeneracy of an LRS. An LRS is
non-degenerate if in its minimal recurrence the quotient
of no two distinct roots of the characteristic polynomial
is a root of unity. A given LRS can be effectively decom-
posed as an interleaving of finitely many non-degenerate
sequences, some of which may be identically zero. The core
of the Skolem-Mahler-Lech Theorem is the fact that a non-
zero non-degenerate linear recurrence sequence has finitely
many zero terms. Unfortunately, all known proofs of this
last result are ineffective: it is not known how to compute
the finite set of zeros of a given non-degenerate linear
recurrence sequence. It is readily seen that the existence
of a procedure to do so is equivalent to the existence of a
procedure to decide whether an arbitrary given LRS has a
zero term. The problem of deciding whether an LRS has a
zero term is variously known as Skolem’s Problem or the
Skolem-Pisot Problem.

Decidability of Skolem’s Problem is known only for
certain special cases, based on the relative order of the
absolute values of the characteristic roots. Say that a charac-
teristic root λ is dominant if its absolute value is maximal
among all the characteristic roots. Decidability is known
in case there are at most 3 dominant characteristic roots,
and also for recurrences of order at most 4 [12], [18].
However for LRS of order 5 it is not currently known how
to decide Skolem’s Problem—the hard case being that all
characteristic roots are simple, with four dominant roots.

In computer science, Skolem’s Problem has been studied
in the context of formal power series [15], [2], stochastic
model checking [14], control theory [3], [8], and loop
termination [13]. The problem is often used as a reference
to show hardness of other open decision problems.

Our aim in this paper is to initiate an alternative ap-
proach to the decidability of Skolem’s Problem. Rather
than place restrictions on sequences (e.g., on the order of
the recurrence or dominance pattern of the characteristic
roots), the idea is to restrict the domain in which to search
for zeros. To this end, we give the following definition.

Definition 2: We say that an infinite set S ⊆ N is a
Universal Skolem Set if there is an effective procedure that,
given any integer linear recurrence sequence u, outputs
whether or not there exists n ∈S with u(n) = 0.

The main technical contribution of the paper is to exhibit
a Universal Skolem Set. Specifically, we have:

Theorem 3: Define f :N\ {0} →N by f (n) = b√lognc, and
define the sequence (sn)n≥0 inductively by s0 = 1 and sn =
n!+ s f (n) for n > 0. Then S := {sn : n ∈ N} is a Universal
Skolem Set.
To prove the theorem, the key idea is to show that given
an integer LRS u, one can compute an effective threshold
N such that for all n ≥ N , if u(sn) = 0 then also u(s f (n)) = 0.
Since the function f is strictly decreasing, this entails that
if u has a zero term in S then already u(sn) = 0 for some
n < N . This suffices to prove Theorem 3.

In addition to Theorem 3, we show that one can decide
whether a given LRS has infinitely many zeros in S and,
in case the number of zeros is finite, we obtain an effective
upper bound on n such that u(sn) = 0. For the latter we978-1-6654-4895-6/21/$31.00 ©2021 IEEE



use a result of Schlickewei and Schmidt [17] stating that
for a non-zero non-degenerate LRS u of order k, one has
#Z (u) ≤ (2k)35k3

.

A. Related Work

A forerunner of the present paper is [10], which described
how to decide the existence of prime powers in the set Z (u)
for a highly restricted class of LRS; see Section III-A for
more details. Due to this restriction [10] did not provide a
Universal Skolem Set in the sense of Definition 2.

Definition 2 is inspired by the notion of a Universal
Hilbert Set, which we now briefly recall. Let P (X ,Y ) ∈
Q[X ,Y ] be an irreducible polynomial in two variables in
which X has degree at least two. Hilbert’s Irreducibility
Theorem asserts that the set

SP = {n ∈Z : P (X ,n) is reducible in Q[X ]}

has density zero, i.e.,

lim
T→∞

1

T
#(SP ∩ [−T,T ]) = 0.

In fact, S. D. Cohen [4] proved that #(SP ∩ [−T,T ]) =
O(T 1/2 logT ). On the other hand, there are polynomials P
for which #(SP ∩ [−T,T ]) =Ω(T 1/2), for example P (X ,Y ) =
X 2 −Y for which SP = {m2 : m ∈ Z}. Motivated by such a
result, a Universal Hilbert Set is an infinite set S of integers
such that S ∩ SP is finite for all irreducible polynomials
P (X ,Y ) ∈Q[X ,Y ]. Bilu [1] proved that

{m3 +bloglog |m|c : m ∈Z, |m| ≥ 3}

is a Universal Hilbert Set, while Filaseta and Wilcox [9]
constructed a dense Universal Hilbert Set.

II. PRELIMINARIES ON LINEAR RECURRENCE SEQUENCES

A. Exponential-Polynomial Representation

Consider an integer sequence u = (u(n))n≥0 satisfying the
following recurrence with coefficients a1, . . . , ak ∈Z:

u(n +k) = a1u(n +k −1)+·· ·+ak u(n) (n ∈N) . (2)

We call k the order of the recurrence. While u may satisfy
many different linear recurrences, it satisfies a unique
recurrence of minimal order and we henceforth assume that
the recurrence (2) is minimal for u.

We write

F (X ) := X k −a1X k−1 −·· ·−ak

for the characteristic polynomial of the recurrence (2).
Assume that

F (X ) = ∏̀
i=1

(X −λi )σi

is the factorisation of F (X ) in C[X ]. Here, λ1, . . . ,λ` are the
distinct roots of F (X ), of multiplicity σ1, . . . ,σ`, respectively.
Note that minimality of the recurrence (2) implies that ak 6=
0 and hence that the characteristic roots are non-zero.

We put K := Q(λ1, . . . ,λ`) for the splitting field of F (X ).
It is well-known that u admits an exponential-polynomial
representation:

u(n) = ∑̀
i=1

Ai (n)λn
i , (3)

where Ai (X ) ∈K[X ] is a polynomial of degree at most σi −1
for i = 1, . . . ,`. Writing, for all i = 1, . . . ,`,

Ai (X ) = ai ,0 +ai ,1X +·· ·+ai ,σi−1Xσi−1 ,

the vector of coefficients

(a1,0, . . . , a1,σ1−1, a2,0, . . . , a2,σ2−1, . . . , a`,0, . . . , a`,σ`−1) (4)

is a solution of a system of linear equations determined by
the first k values of the sequence u:

∑̀
i=1

Ai (n)λn
i = u(n) for n = 0,1, . . . ,k −1. (5)

This is a system of k linear equations in the k unknowns
shown in (4). The coefficient matrix for this linear system
is given in Fig. 1.

As shown in [7], the determinant of this matrix is

det(Coef) = ∏̀
i=1

σi−1∏
j=1

j !
∏̀
i=1

λ

(σi
2

)
i

∏
1≤i< j≤`

(λ j −λi )σiσ j . (6)

Equation (6) shows that det(Coef)2 is non-zero and, being
a symmetric expression in the algebraic integers λ1, . . . ,λ`,
is a rational integer.

Considering the recurrence (2), write

L := 1+|a1|+ . . .+|ak | . (7)

For each characteristic root λi such that |λi | > 1 we have

|λi | =
∣∣∣∣∣a1 + a2

λi
+·· ·+ ak

λk−1
i

∣∣∣∣∣≤ |a1|+ · · · |ak | ≤ L .

Hence |λi | ≤ L for all i ∈ {1, . . . ,`}. In combination with the
determinant formula (6), it follows that

(det(Coef))2 < (k !)2k ·2k2 ·L2k2
. (8)

Write O for the ring of integers of the splitting field K. The
characteristic roots, λ1, . . . ,λ` all lie in O since they are roots
of a monic polynomial with integer coefficients. Moreover,
from the inequality (8), we can apply Cramer’s rule to solve
the system (5) and deduce that each coefficient ai , j in (4)
is such that det(Coef)2ai , j ∈O . We immediately deduce the
following proposition:

Proposition 4: There is a positive integer C0 <
(k !)2k 2k2

L2k2
such that in the exponential-polynomial

closed form

u(n) = ∑̀
i=1

Ai (n)λn
i ,

the coefficients of polynomial Ai (X ) lie in 1
C0

O for i =
1, . . . ,`.



Coef :=


1 . . . 0 1 · · · 0 1 . . .
λ1 . . . λ1 λ2 · · · λ`−1 λ` . . .
λ2

1 . . . 2σ1−1λ2
1 λ2

2 · · · 2σ`−1−1λ2
`−1 λ2

`
. . .

· · · · · · · · · · · · · · · · · · · · · · · ·
λk−1

1 · · · (k −1)σ1−1λk−1
1 λk−1

2 · · · (k −1)σ`−1λk−1
`−1 λk−1

`
. . .

 .

Fig. 1. Coefficient matrix for the linear system (5).

B. Non-Degeneracy

An LRS is said to be degenerate if in its minimal re-
currence there are two distinct characteristic roots whose
quotient is a root of unity. A non-degenerate LRS over
any field of characteristic zero is either identically zero or
has only finitely many zeros. In this section we recall for
later use some well-known constructions that allow one to
reduce the general case of Skolem’s Problem to the case in
which the given LRS is non-degenerate.

As in Subsection II-A we assume an integer sequence
u = (u(n))≥0 that satisfies an order-k recurrence with char-
acteristic polynomial

F (X ) = X k −a1X k−1 −·· ·ak .

Let λ1, . . . ,λ` be the roots of F (X ), with respective multi-
plicities σ1, . . . ,σ`.

We recall the following straightforward proposition.
Proposition 5: Let M be the least common multiple of the

orders of the roots of unity appearing among the quotients
of distinct characteristic roots of u. Then for each 0 ≤ j < M ,
the subsequence uM , j := (u(Mn + j ))n≥0 is non-degenerate
and satisfies a recurrence of order at most k (the order of
the recurrence defining u).

Proof It can be shown (see, e.g., [5, Lemma 2.1]) that for
each 0 ≤ j < M , the subsequence uM , j satisfies a recurrence
whose characteristic polynomial is

G(X ) := (−1)k(M+1)ResY (Y M −X ,F (Y )) .

Now G(X ) has degree at most k and has roots among{
λM

1 , . . . ,λM
`

}
. This implies that uM , j is non-degenerate and

satisfies an order-k recurrence. 2

In the remainder of this section we explain how the
constant M in Proposition 5 may be computed. Given
distinct characteristic roots λi ,λ j , the quotient λi /λ j is a
number of degree at most k(k − 1), where k is the order
of the recurrence (2). Hence if the quotient is a root of
unity of order m, then ϕ(m) ≤ k(k − 1), where ϕ is the
Euler function. Now an elementary inequality states that
ϕ(m) ≥ m/(2log(2m)) for all m ≥ 1 (see page 279 in [11]).
Define M0 to be the largest positive integer m such that
m/(2log(2m)) ≤ k(k−1). Then M0 is the maximum order of
a root of unity appearing among the quotients λi /λ j .

The first step in computing M is to find the polynomial

f (X ) := ∏̀
i=1

(X −λi ) .

This is the radical polynomial of F (X ), which is monic
and has all the roots of F (X ) as simple roots. To find
it, one starts by computing the polynomial D(X ) :=
gcd(F (X ),F ′(X )) which can be done by using the Euclidean
algorithm for polynomials. Note that D(X ) = ∏`

i=1(X −
λi )σi−1. Thus, D(X ) is a divisor of F (X ) and f (X ) =
F (X )/D(X ). Having f (X ) we would like to test if f (X ) has
two roots λi 6=λ j such that λi /λ j is a root of unity of order
a given positive integer m ≤ M0. To do this we consider

Pm(X ) := ResY

(
f (X Y ),

Y m −1

Y −1

)
.

This is a polynomial in X whose leading term is ±1 and
whose roots are of the form λi /ζ, where ζ 6= 1 satisfies ζm =
1. Thus, in order to test whether λi /λ j = ζ for some i 6= j
and such ζ, it suffices to compute

Res(Pm(X ), f (X ))

and see whether this is the zero integer or not. In case it is
the zero integer, then (λi /λ j )m = 1 for some distinct roots
λi 6=λ j of F (X ).

III. CONSTRUCTION OF AN INFINITE UNIVERSAL SKOLEM SET

A. A Motivating Example

To give some intuition we start by briefly recalling
from [10] a class of recurrence sequences u = (u(n))n≥0 for
which one can decide, for each fixed constant c, whether
there exists n ∈ {pk : p prime,k ≤ c} with u(n) = 0. The
condition that we place on u is that the coefficients Ai in
the exponential-polynomial representation (3) be rational
numbers. Then, by rescaling, we can assume that u(n) =∑`

i=1 Aiλ
n
i , where A1, . . . , A` ∈Z and λ1, . . . ,λ` lie in the ring

O of algebraic integers in some number field.1 Under this
condition, we have the following calculation:

u(1)pk = (A1λ1 +·· ·+ A`λ`)pk

= Apk

1 λ
pk

1 +·· ·+ Apk

`
λ

pk

`
+∑

0≤α1,...,α`≤pk−1
α1+···+α`=pk

(
pk

α1, . . . ,α`

)
(A1λ1)α1 · · · (A`λ`)α`

≡ A1λ
pk

1 +·· ·+ A`λ
pk

`
(mod pO )

= u(pk ) ,

1If A1, . . . , A` ∈Z and λ1, . . . ,λ` is a complete set of roots of a polynomial
with rational coefficients, then the expression

∑`
i=1 Aiλ

n
i assumes rational

values for all n if and only if Ai = A j for all pairs i and j such that λi
and λ j are Galois conjugates.



where the penultimate line follows by Fermat’s Little The-
orem and the fact that each multinomial coefficient is a
multiple of p. But now, since u(1)pk

and u(pk ) are both
integers, we have u(1)pk ≡ u(pk ) mod p. We conclude that
for p prime, u(pk ) = 0 only if p divides u(1). Hence if u(1) is
not already zero then the set of primes p such that u(pk ) = 0
for some k ≤ c is finite and computable.

Unfortunately, the assumption that A1, . . . , A` be rational
is very restrictive. In the following section we describe our
construction of a Universal Skolem Set S , for which we
can decide whether Z (u) meets S for an arbitrary integer
LRS u.

B. An Infinite Universal Skolem Set

Define f :N\{0} →N by f (n) = b√lognc and consider the
sequence (sn)n≥0, defined inductively by s0 = 1 and sn =
n!+ s f (n) for n > 0. Our goal is to show that for any integer
linear recurrence sequence u = (u(n))n≥0, one can decide
whether u(sn) = 0 for some n ∈N.

Note that s0 < s1 < s2 < ·· · . We will need the following
simple proposition, giving a growth bound on s f (n).

Proposition 6: Given d ∈N, write N0 := e16d 4
. Then s f (n) ≤

n
1

2d for all n ≥ N0.

Proof We have f (n) ≤ bn/2c for all n > 0. It follows that
for all n > 0 we have

sn ≤ n!+bn/2c!+bn/4c!+·· ·
≤ 2n!

(9)

Assume now that n ≥ N0. Then

log(s f (n)) ≤ log(2 f (n)!) (by (9))

≤ 2 f (n) log( f (n))

≤ (logn)
1
2 log(logn) (since f (n) ≤ (logn)

1
2 )

≤ (logn)
3
4 (since log x ≤ x

1
4 for all x ≥ 1)

≤ 1
2d logn (the assumption n ≥ e16d 4

yields
1

2d logn ((logn)1/4 ≥ 2d) .

Exponentiating, it follows that s f (n) ≤ n
1

2d for all n ≥ N0. 2

In the rest of this section we consider an integer sequence
u = (u(n))n≥0 given by a recurrence of the form (2). From
Proposition 4 we see that by scaling the sequence by a
suitable integer constant, we may assume that u(n) can be
written in the form

u(n) = ∑̀
i=1

Ai (n)λn
i , (10)

where λ1, . . . ,λ` lie in the ring of integers O of the number
field K=Q(λ1, . . . ,λ`) and Ai (X ) ∈O [X ] for i = 1, . . . ,`. Write
d = [K : Q] for the degree of K over Q and ∆ for the
discriminant of K.

Proposition 7: For all m,n, p ∈N such that p is a prime
that does not divide ∆ and pd ≤ m, we have

u(n +m!) ≡ u(n) mod p .

Proof Since p does not divide ∆, the ideal pO splits
as a product of distinct prime factors pO = p1 · · ·pg . Each
quotient O/pi is a finite field Fp fi , where fi ≤ d is the inertial
degree of pi .

Now for all α ∈ O and all i ∈ {1, . . . , g }, we have αp fi −1 ≡
1 mod pi and hence αm! ≡ 1 mod pi, since p fi − 1 | m!. It
follows that αm! ≡ 1 mod pO . Since also A1[X ], . . . , A`[X ] ∈
O [X ], for all n ∈N we have

u(n +m!) = ∑̀
i=1

Ai (n +m!)λn+m!
i

≡ ∑̀
i=1

Ai (n)λn
i (mod pO )

= u(n) .

Since u(n) and u(n+m!) both lie in Z, the result follows.2
Referring to the recurrence (2), and writing

c1 := max{|u(n)| : n = 0, . . . ,k −1} and c2 := |a1|+ · · ·+ |ak | ,
we have |u(n)| ≤ c1cn

2 for all n. Let N0 be as defined in
Proposition 6, and write

N1 := max
(
N0,563d , (2 log(c1c2|∆|))2d

)
.

Proposition 8: For all n ≥ N1 we have∣∣u(s f (n))
∣∣< ∏

p prime
pd≤n, p-∆

p . (11)

Proof Consider the left-hand side of (11). From the growth
bound on |u(n)| and Proposition 6 (which is applicable
since n ≥ N0), we have

|u(s f (n))| ≤ c1c
s f (n)

2 ≤ c1cn
1

2d
2

for all n ≥ N0. On the other hand, the right-hand side of (11)

is at least 1
|∆|e

1
2 n

1
d since, by Theorem 4 in [16], for m ≥ 563

the product of all primes in the interval (0,m) is at least

e
1
2 m . To complete the proof, we claim that c1cn

1
2d

2 ≤ 1
|∆|e

1
2 n

1
d .

Indeed, the assumption n ≥ N1 implies
n > (2log(c1c2|∆|))2d , and hence

1
2 n

1
2d > logc2 + log(|∆|c1) .

It follows that

1
2 n

1
d > n

1
2d logc2 + log(|∆|c1) .

Exponentiating, we have e
1
2 n

1
d > |∆|c1cn

1
2d

2 , which estab-
lishes the claim. 2

We now combine Propositions 7 and 8 to obtain the
following key property:

Proposition 9: For all n ≥ N1, if u(sn) = 0 then u(s f (n)) = 0.

Proof By Proposition 7, for every prime p such that pd ≤ n
and p -∆ we have

u(sn) = u(n!+ s f (n))

≡ u(s f (n)) (mod p) .



The above congruence and the assumption u(sn) = 0 forces
u(s f (n)) ≡ 0 (mod p) for all primes p as above. But then by
Proposition 8, this entails that u(s f (n)) = 0. 2

We can now finish the proof of our main result.

Proof (Proof of Theorem 3). We need to prove that S is
a universal Skolem set. But from Proposition 9 we see that
given an LRS u, there is a computable constant N1 such
that if u(sn) = 0 for some n ∈ N then already u(sn) = 0 for
some n < N1. Hence we can decide whether u has a zero
in S . 2

C. Characterising all zeros of an LRS in S

In this section we observe that given an LRS u, one can
decide whether {n ∈ N : u(sn) = 0} is finite. In case {n ∈ N :
u(sn) = 0} is finite, we furthermore exhibit an effectively
computable constant N2 such that u(sn) = 0 only if n ≤ N2.

Let u = (u(n))≥0 be a given integer LRS, satisfying an
order-k recurrence. As shown in Section II-B, one can
compute M such that for 0 ≤ j < M each subsequence
uM , j := (u(Mn + j ))n≥0 is non-degenerate and satisfies an
order-k recurrence.

Now {n ∈N : u(sn) = 0} can only be infinite if one of the
subsequences uM , j , for some 0 ≤ j < M , is identically zero
and {n ∈N : sn ≡ j mod M } is infinite. But it is easy to test
zeroness of uM , j —just determine whether the first k terms
are all zero. It is also straightforward to determine whether
{n ∈ N : sn ≡ j mod M } is infinite. Indeed for all n ≥ M we
have sn ≡ s f (n) mod M and so, since the map f is surjective,
{n ∈N : sn ≡ j mod M } is infinite if and only if there exists
n ≤ f (M) with sn ≡ j mod M . We conclude that we can
decide infiniteness of {n ∈N : u(sn) = 0}.

Suppose now that {n ∈N : u(sn) = 0} is finite; we seek an
upper bound N2 on this set. The discussion in the preceding
paragraph shows that sn belongs to some infinite arithmetic
progression of zeros of u only if n ≤ f (M). Furthermore,
Schlickewei and Schmidt [17] show that a non-zero integer
sequence satisfying a non-degenerate order-k recurrence
has at most (2k)35k3

zeros. Thus #{n ∈N : u(sn) = 0} ≤ T ,
where

T := M(2k)35k3 + f (M) .

Now define N2 to be the least positive integer such that
f (T )(N2) > N1. Suppose for a contradiction that u(sn) = 0
for some n ≥ N2. Then, repeatedly applying Proposition 9,
we have that

u(s f (n)) = 0,u(s f (2)(n)) = 0, . . . ,u(s f (T )(n)) = 0,

contradicting the fact that #{n ∈N : u(sn) = 0} ≤ T . We con-
clude that N2 is an upper bound for {n ∈N : u(sn) = 0}.

IV. CONCLUSION

We have introduced the notion of a Universal Skolem Set
and given an example of such a set. The latter was enumer-
ated by a sequence (sn)n≥0 such that n! ≤ sn ≤ 2n!. From

these bounds it follows, e.g., using Stirling’s approximation,
that

#{n : sn ≤ T } =Θ
(

logT

loglogT

)
.

It is natural to ask whether one can construct a Universal
Skolem Set of greater asymptotic density. Since the decid-
ability of the Skolem Problem is equivalent to the assertion
that N is itself a Universal Skolem Set, one may view the
present paper as offering an alternative line of attack on
the Skolem Problem.

The notion of Universal Skolem Set can be generalised
to the notion of a Skolem Set S for a class L of linear
recurrence sequences: a subset S of the positive integers
such that there is an effective procedure that inputs a linear
recurrence sequence (u(n))n≥0 in L and decides whether
u(n) = 0 for some n ∈S . A Universal Skolem Set is thus a
Skolem Set for the class of all linear recurrence sequences,
the set of prime numbers is a Skolem Set for the class
of linear recurrences considered in Section III-A, and, by
the results of [12], [18], the set of all positive integers is
a Skolem Set for recurrence sequences of order at most 4.
This more general notion of Skolem Set provides a setting
in which one can study the tradeoffs between the density
of a Skolem Set and the generality of the class of linear
recurrence sequences to which it applies.
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