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Abstract—It is a longstanding open problem whether there is an algorithm to decide the Skolem Problem for linear recurrence sequences, namely whether a given such sequence has a zero term. In this paper we introduce the notion of a Universal Skolem Set: an infinite subset $\mathcal{S}$ of the positive integers such that there is an effective procedure that inputs a linear recurrence sequence $u = (u(n))_{n \geq 0}$ and decides whether $u(n) = 0$ for some $n \in \mathcal{S}$. The main technical contribution of the paper is to exhibit such a set.

I. INTRODUCTION

A linear recurrence sequence (LRS) $u = (u(n))_{n \geq 0}$ is a sequence of integers satisfying a recurrence of the form

$$u(n + k) = a_1 u(n + k - 1) + \cdots + a_k u(n) \quad (n \in \mathbb{N}), \quad (1)$$

where the coefficients $a_1, \ldots, a_k$ are integers. The celebrated theorem of Skolem, Mahler, and Lech (see [6]) describes the structure of the set $Z(u) := \{ n \in \mathbb{N} : u(n) = 0 \}$ of zero terms of such a recurrence:

Theorem 1: Given an integer linear recurrence sequence $(u(n))_{n \geq 0}$, the set $Z(u)$ is a union of finitely many arithmetic progressions together with a finite set.

The statement of Theorem 1 can be refined by considering the notion of non-degeneracy of an LRS. An LRS is non-degenerate if in its minimal recurrence the quotient of no two distinct roots of the characteristic polynomial is a root of unity. A given LRS can be effectively decomposed as an interleaving of finitely many non-degenerate sequences, some of which may be identically zero. The core of the Skolem-Mahler-Lech Theorem is the fact that a non-zero non-degenerate linear recurrence sequence has finitely many zero terms. Unfortunately, all known proofs of this last result are ineffective: it is not known how to compute the finite set of zeros of a given non-degenerate linear recurrence sequence. It is readily seen that the existence of a procedure to do so is equivalent to the existence of a procedure to decide whether an arbitrary given LRS has a zero term. The problem of deciding whether an LRS has a zero term is variously known as Skolem’s Problem or the Skolem-Pisot Problem.

Decidability of Skolem’s Problem is known only for certain special cases, based on the relative order of the absolute values of the characteristic roots. Say that a characteristic root $\lambda$ is dominant if its absolute value is maximal among all the characteristic roots. Decidability is known in case there are at most 3 dominant characteristic roots, and also for recurrences of order at most 4 [12], [18]. However for LRS of order 5 it is not currently known how to decide Skolem’s Problem—the hard case being that all characteristic roots are simple, with four dominant roots.

In computer science, Skolem’s Problem has been studied in the context of formal power series [15], [2], stochastic model checking [14], control theory [3], [8], and loop termination [13]. The problem is often used as a reference to show hardness of other open decision problems.

Our aim in this paper is to initiate an alternative approach to the decidability of Skolem’s Problem. Rather than place restrictions on sequences (e.g., on the order of the recurrence or dominance pattern of the characteristic roots), the idea is to restrict the domain in which to search for zeros. To this end, we give the following definition.

Definition 2: We say that an infinite set $\mathcal{S} \subseteq \mathbb{N}$ is a Universal Skolem Set if there is an effective procedure that, given any integer linear recurrence sequence $u$, outputs whether or not there exists $n \in \mathcal{S}$ with $u(n) = 0$.

The main technical contribution of the paper is to exhibit a Universal Skolem Set. Specifically, we have:

Theorem 3: Define $f : \mathbb{N} \setminus \{0\} \to \mathbb{N}$ by $f(n) = \lfloor \sqrt{n \log n} \rfloor$, and define the sequence $(s_n)_{n \geq 0}$ inductively by $s_0 = 1$ and $s_n = n! + s_{f(n)}$ for $n > 0$. Then $\mathcal{S} := \{ s_n : n \in \mathbb{N} \}$ is a Universal Skolem Set.

To prove the theorem, the key idea is to show that given an integer LRS $u$, one can compute an effective threshold $N$ such that for all $n \geq N$, if $u(s_n) = 0$ then also $u(s_{f(n)}) = 0$. Since the function $f$ is strictly decreasing, this entails that if $u$ has a zero term in $\mathcal{S}$ then already $u(s_n) = 0$ for some $n < N$. This suffices to prove Theorem 3.

In addition to Theorem 3, we show that one can decide whether a given LRS has infinitely many zeros in $\mathcal{S}$ and, in case the number of zeros is finite, we obtain an effective upper bound on $n$ such that $u(s_n) = 0$. For the latter we
use a result of Schlickewei and Schmidt [17] stating that for a non-zero non-degenerate LRS $u$ of order $k$, one has $\#Z(u) \leq (2k)^{35k^3}$.

A. Related Work

A forerunner of the present paper is [10], which described how to decide the existence of prime powers in the set $Z(u)$ for a highly restricted class of LRS; see Section III-A for more details. Due to this restriction [10] did not provide a Universal Skolem Set in the sense of Definition 2.

Definition 2 is inspired by the notion of a Universal Hilbert Set, which we now briefly recall. Let $P(X, Y) \in \mathbb{Q}[X,Y]$ be an irreducible polynomial in two variables in which $X$ has degree at least two. Hilbert’s Irreducibility Theorem asserts that the set

$$S_P = \{n \in \mathbb{Z} : P(X, n) \text{ is reducible in } \mathbb{Q}[X]\}$$

has density zero, i.e.,

$$\lim_{T \to \infty} \frac{1}{T} \#(S_P \cap [-T, T]) = 0.$$ 

In fact, S. D. Cohen [4] proved that $\#(S_P \cap [-T, T]) = O(T^{1/2} \log T)$. On the other hand, there are polynomials $P$ for which $\#(S_P \cap [-T, T]) = \Omega(T^{1/2})$, for example $P(X, Y) = X^2 - Y$ for which $S_P = \{m^2 : m \in \mathbb{Z}\}$. Motivated by such a result, a Universal Hilbert Set is an infinite set $S$ of integers such that $S \cap S_P$ is finite for all irreducible polynomials $P(X, Y) \in \mathbb{Q}[X, Y]$. Bilu [1] proved that

$$\{m^3 + |\log \log |m|| : m \in \mathbb{Z}, |m| \geq 3\}$$

is a Universal Hilbert Set, while Filaseta and Wilcox [9] constructed a dense Universal Hilbert Set.

II. Preliminaries on Linear Recurrence Sequences

A. Exponential-Polynomial Representation

Consider an integer sequence $u = (u(n))_{n \geq 0}$ satisfying the following recurrence with coefficients $a_1, \ldots, a_k \in \mathbb{Z}$:

$$u(n + k) = a_1 u(n + k - 1) + \cdots + a_k u(n) \quad (n \in \mathbb{N}). \quad (2)$$

We call $k$ the order of the recurrence. While $u$ may satisfy many different linear recurrences, it satisfies a unique recurrence of minimal order and we henceforth assume that the recurrence (2) is minimal for $u$.

We write

$$F(X) := X^k - a_1 X^{k-1} - \cdots - a_k$$

for the characteristic polynomial of the recurrence (2). Assume that

$$F(X) = \prod_{i=1}^\ell (X - \lambda_i)^{\sigma_i}$$

is the factorisation of $F(X)$ in $\mathbb{C}[X]$. Here, $\lambda_1, \ldots, \lambda_\ell$ are the distinct roots of $F(X)$, of multiplicity $\sigma_1, \ldots, \sigma_\ell$, respectively. Note that minimality of the recurrence (2) implies that $\sigma_k \neq 0$ and hence that the characteristic roots are non-zero.

We put $K := \mathbb{Q}(\lambda_1, \ldots, \lambda_\ell)$ and $F(X)$ an elliptic polynomial of the splitting field of $F(X)$. It is well-known that $u$ admits an exponential-polynomial representation:

$$u(n) = \sum_{i=1}^\ell A_i(n) \lambda_i^n, \quad (3)$$

where $A_i(X) \in K[X]$ is a polynomial of degree at most $\sigma_i - 1$ for $i = 1, \ldots, \ell$. Writing, for all $i = 1, \ldots, \ell$,

$$A_i(X) = a_{i,0} + a_{i,1} X + \cdots + a_{i,\sigma_i-1} X^{\sigma_i-1}, \quad (4)$$

the vector of coefficients

$$(a_{i,0}, \ldots, a_{i,\sigma_i-1}, a_{2,0}, \ldots, a_{2,\sigma_2-1}, \ldots, a_{\ell,0}, \ldots, a_{\ell,\sigma_\ell-1})$$

is a solution of a system of linear equations determined by the first $k$ values of the sequence $u$:

$$\sum_{i=1}^\ell A_i(n) \lambda_i^n = u(n) \quad \text{for } n = 0, 1, \ldots, k-1. \quad (5)$$

This is a system of $k$ linear equations in the $k$ unknowns shown in (4). The coefficient matrix for this linear system is given in Fig. 1.

As shown in [7], the determinant of this matrix is

$$\det(\text{Coef}) = \prod_{i=1}^\ell \prod_{j=1}^\ell \prod_{l=1}^\ell \prod_{1 \leq i < j \leq \ell} (\lambda_j - \lambda_i)^{\sigma_i \sigma_j}. \quad (6)$$

Equation (6) shows that $\det(\text{Coef})^2$ is non-zero and, being a symmetric expression in the algebraic integers $\lambda_1, \ldots, \lambda_\ell$, is a rational integer.

Considering the recurrence (2), write

$$L := 1 + |a_1| + \cdots + |a_k|. \quad (7)$$

For each characteristic root $\lambda_i$ such that $|\lambda_i| > 1$ we have

$$|\lambda_i| = \left| a_1 + \frac{a_2}{\lambda_i} + \cdots + \frac{a_k}{\lambda_i^{k-1}} \right| \leq |a_1| + \cdots + |a_k| \leq L.$$ 

Hence $|\lambda_i| \leq L$ for all $i \in \{1, \ldots, \ell\}$. In combination with the determinant formula (6), it follows that

$$(\det(\text{Coef}))^2 < (k!)^{2k} \cdot 2^{k^2} \cdot L^{2k^2}. \quad (8)$$

Write $\Theta$ for the ring of integers of the splitting field $K$. The characteristic roots, $\lambda_1, \ldots, \lambda_\ell$ all lie in $\Theta$ since they are roots of a monic polynomial with integer coefficients. Moreover, from the inequality (8), we can apply Cramer’s rule to solve the system (5) and deduce that each coefficient $a_{i,j}$ in (4) is such that $|\det(\text{Coef})^2 a_{i,j}| \in \Theta$. We immediately deduce the following proposition:

Proposition 4: There is a positive integer $C_0 < (k!)^{2k} \cdot 2^{k^2} L^{2k^2}$ such that in the exponential-polynomial closed form

$$u(n) = \sum_{i=1}^\ell A_i(n) \lambda_i^n, \quad (3)$$

the coefficients of polynomial $A_i(X)$ lie in $\frac{1}{\Theta_0} \Theta$ for $i = 1, \ldots, \ell$. 


B. Non-Degeneracy

An LRS is said to be degenerate if in its minimal recurrence there are two distinct characteristic roots whose quotient is a root of unity. A non-degenerate LRS over any field of characteristic zero is either identically zero or has only finitely many zeros. In this section we recall for later use some well-known constructions that allow one to reduce the general case of Skolem’s Problem to the case in which the given LRS is non-degenerate.

As in Subsection II-A we assume an integer sequence \( u = (u(n))_{n \geq 0} \) that satisfies an order-\( k \) recurrence with characteristic polynomial

\[
F(X) = X^k - a_1 X^{k-1} - \cdots - a_k.
\]

Let \( \lambda_1, \ldots, \lambda_\ell \) be the roots of \( F(X) \), with respective multiplicities \( \sigma_1, \ldots, \sigma_\ell \).

We recall the following straightforward proposition.

**Proposition 5:**
Let \( M \) be the least common multiple of the orders of the roots of unity appearing among the quotients of distinct characteristic roots of \( u \). Then for each \( 0 \leq j < M \), the subsequence \( u_{M,j} := (u(Mn + j))_{n \geq 0} \) is non-degenerate and satisfies a recurrence of order at most \( k \) (the order of the recurrence defining \( u \)).

**Proof**
It can be shown (see, e.g., [5, Lemma 2.1]) that for each \( 0 \leq j < M \), the subsequence \( u_{M,j} \) satisfies a recurrence whose characteristic polynomial is

\[
G(X) := (-1)^{k(M+1)} \text{Res}_Y (Y^M - X, F(Y)).
\]

Now \( G(X) \) has degree at most \( k \) and has roots among \( \{\lambda_1^M, \ldots, \lambda_\ell^M\} \). This implies that \( u_{M,j} \) is non-degenerate and satisfies an order-\( k \) recurrence. \( \square \)

In the remainder of this section we explain how the constant \( M \) in Proposition 5 may be computed. Given distinct characteristic roots \( \lambda_i, \lambda_j \), the quotient \( \lambda_i / \lambda_j \) is a number of degree at most \( k(k-1) \), where \( k \) is the order of the recurrence (2). Hence if the quotient is a root of unity of order \( m \), then \( \varphi(m) \leq k(k-1) \), where \( \varphi \) is the Euler function. Now an elementary inequality states that \( \varphi(m) \geq m/2(\log(2m)) \) for all \( m \geq 1 \) (see page 279 in [11]). Define \( M_0 \) to be the largest positive integer \( m \) such that \( m/2(\log(2m)) \leq k(k-1) \). Then \( M_0 \) is the maximum order of a root of unity appearing among the quotients \( \lambda_i / \lambda_j \).

The first step in computing \( M \) is to find the polynomial

\[
f(X) := \prod_{i=1}^\ell (X - \lambda_i).
\]

This is the radical polynomial of \( F(X) \), which is monic and has all the roots of \( F(X) \) as simple roots. To find it, one starts by computing the polynomial \( D(X) := \gcd(F(X), F'(X)) \) which can be done by using the Euclidean algorithm for polynomials. Note that \( D(X) = \prod_{i=1}^\ell (X - \lambda_i)^{\varphi(i)} \). Thus, \( D(X) \) is a divisor of \( F(X) \) and \( f(X) = F(X)/D(X) \). Having \( f(X) \) we would like to test if \( f(X) \) has two roots \( \lambda_i \neq \lambda_j \) such that \( \lambda_i / \lambda_j \) is a root of unity of order a given positive integer \( m \leq M_0 \). To do this we consider

\[
P_m(X) := \text{Res}_Y \left( f(X), \frac{Y^m - 1}{Y - 1} \right).
\]

This is a polynomial in \( X \) whose leading term is \( \pm 1 \) and whose roots are of the form \( \lambda_i / \zeta \), where \( \zeta \neq 1 \) satisfies \( \zeta^m = 1 \). Thus, in order to test whether \( \lambda_i / \lambda_j = \zeta \) for some \( i \neq j \) and such \( \zeta \), it suffices to compute

\[
\text{Res}(P_m(X), f(X))
\]

and see whether this is the zero integer or not. In case it is the zero integer, then \( (\lambda_i / \lambda_j)^m = 1 \) for some distinct roots \( \lambda_i \neq \lambda_j \) of \( F(X) \).

### III. Construction of an Infinite Universal Skolem Set

#### A. A Motivating Example

To give some intuition we start by briefly recalling from [10] a class of recurrence sequences \( u = (u(n))_{n \geq 0} \) for which one can decide, for each fixed constant \( c \), whether there exists \( n \in \{p^k : p \text{ prime}, k \leq c\} \) with \( u(n) = 0 \). The condition that we place on \( u \) is that the coefficients \( A_i \) in the exponential-polynomial representation (3) be rational numbers. Then, by rescaling, we can assume that \( u(n) = \sum_{i=1}^\ell A_i \lambda_i^n \), where \( A_1, \ldots, A_\ell \in \mathbb{Z} \) and \( \lambda_1, \ldots, \lambda_\ell \) lie in the ring \( \mathcal{O} \) of algebraic integers in some number field.\(^1\) Under this condition, we have the following calculation:

\[
u(1)^{p^k} = (A_1 \lambda_1 + \cdots + A_\ell \lambda_\ell)^{p^k} = A_1^{p^k} \lambda_1^{p^k} + \cdots + A_\ell^{p^k} \lambda_\ell^{p^k} + \sum_{0 \leq a_1, \ldots, a_\ell \leq p^k - 1, a_1 + \cdots + a_\ell = p^k} p^k \left( a_1 \lambda_1^{a_1} \cdots A_\ell \lambda_\ell^{a_\ell} \right) \equiv A_1 \lambda_1^{p^k} + \cdots + A_\ell \lambda_\ell^{p^k} \pmod{p^k} = u(p^k).
\]

\(^1\)If \( A_1, \ldots, A_\ell \in \mathbb{Z} \) and \( \lambda_1, \ldots, \lambda_\ell \) is a complete set of roots of a polynomial with rational coefficients, then the expression \( \sum_{i=1}^\ell A_i \lambda_i^n \) assumes rational values for all \( n \) if and only if \( A_i = \lambda_i \) for all pairs \( i \) and \( j \) such that \( \lambda_i \) and \( \lambda_j \) are Galois conjugates.
where the penultimate line follows by Fermat’s Little Theorem and the fact that each multinomial coefficient is a multiple of $p$. But now, since $u(1)^p$ and $u(p^k)$ are both integers, we have $u(1)^p \equiv u(p^k) \mod p$. We conclude that for $p$ prime, $u(p^k) = 0$ only if $p$ divides $u(1)$. Hence if $u(1)$ is not already zero then the set of primes $p$ such that $u(p^k) = 0$ for some $k \leq c$ is finite and computable.

Unfortunately, the assumption that $A_1, \ldots, A_\ell$ be rational is very restrictive. In the following section we describe our construction of a Universal Skolem set $\mathcal{S}$, for which we can decide whether $Z(u)$ meets $\mathcal{S}$ for an arbitrary integer LRS $u$.

B. An Infinite Universal Skolem Set

Define $f : \mathbb{N} \setminus \{0\} \to \mathbb{N}$ by $f(n) = \lfloor \sqrt{\log n} \rfloor$ and consider the sequence $(s_n)_{n \geq 0}$, defined inductively by $s_0 = 1$ and $s_n = n! + s_{f(n)}$ for $n > 0$. Our goal is to show that for any integer linear recurrence sequence $u = (u(n))_{n \geq 0}$, one can decide whether $u(s_n) = 0$ for some $n \in \mathbb{N}$.

Note that $s_0 < s_1 < s_2 < \cdots$. We will need the following simple proposition, giving a bound on $s_{f(n)}$.

**Proposition 6:** Given $d \in \mathbb{N}$, write $N_0 := e^{16d^4}$. Then $s_{f(n)} \leq n^\frac{1}{2d}$ for all $n \geq N_0$.

**Proof:** Since $u(n + m!)$ splits as a product of distinct prime factors $p\mathcal{O} = p_1 \cdots p_k$. Each quotient $\mathcal{O}/p_i$ is a finite field $\mathbb{F}_{p_i}$, where $f_i \leq d$ is the inertial degree of $p_i$.

Now for all $\alpha \in \mathcal{O}$ and all $l \in \{1, \ldots, g\}$, we have $\alpha^{p_i^{l-1}} \equiv 1 \mod p_i$ and hence $\alpha^{nl} \equiv 1 \mod p_i$, since $p_i^{l-1} \mid ml$. It follows that $\alpha^{nl} \equiv 1 \mod p\mathcal{O}$. Since also $A_1[X], \ldots, A_\ell[X] \in \mathcal{O}/X$, for all $n \in \mathbb{N}$ we have

$$u(n + m!) = \sum_{i=1}^\ell A_i(n + m!)a_i^{n + ml}$$

$$= \sum_{i=1}^\ell A_i(n)a_i^{n} \pmod{p\mathcal{O}}$$

$$= u(n).$$

Since $u(n)$ and $u(n + m!)$ both lie in $\mathbb{Z}$, the result follows.\qed

Referring to the recurrence (2), and writing

$$c_1 := \max\{|u(n)| : n = 0, \ldots, k-1\} \quad \text{and} \quad c_2 := |a_1| + \cdots + |a_k|,$$

we have $|u(n)| \leq c_1 c_2^d$ for all $n$. Let $N_0$ be as defined in Proposition 6, and write

$$N_1 := \max\left\{N_0, 563d^4, (2\log(c_1 c_2 |\Delta|))^{2d}\right\}.$$

**Proposition 8:** For all $n \geq N_1$ we have

$$|u(s_{f(n)})| \leq \prod_{p \text{ prime}} \frac{p}{p^n s_n, p|\Delta}. \quad (11)$$

**Proof:** Consider the left-hand side of (11). From the growth bound on $|u(n)|$ and Proposition 6 (which is applicable since $n \geq N_0$), we have

$$|u(s_{f(n)})| \leq c_1 c_2^{s_{f(n)}} \leq c_1 c_2^{\frac{1}{2d}}$$

for all $n \geq N_0$. On the other hand, the right-hand side of (11) is at least $e^\frac{1}{2d} e^{\frac{1}{2d} n^\frac{1}{2d}}$ since, by Theorem 4 in [16], for $m \geq 563$ the product of all primes in the interval $(0, m)$ is at least $e^\frac{1}{2d} m$. To complete the proof, we claim that $c_1 c_2^{\frac{1}{2d}} \leq e^\frac{1}{2d} n^\frac{1}{2d}$. Indeed, the assumption $n \geq N_1$ implies $n > (2\log(c_1 c_2 |\Delta|))^{2d}$, and hence

$$\frac{1}{2} n^\frac{1}{2d} > \log c_2 + \log(|\Delta|),$$.d

It follows that

$$\frac{1}{2} n^\frac{1}{2d} > n^\frac{1}{2d} \log c_2 + \log(|\Delta|/c_1).$$

Exponentiating, we have $e^\frac{1}{2d} n^\frac{1}{2d} > |\Delta| c_2^n e^\frac{1}{2d}$, which establishes the claim.\qed

We now combine Propositions 7 and 8 to obtain the following key property:

**Proposition 9:** For all $n \geq N_1$, if $u(s_n) = 0$ then $u(s_{f(n)}) = 0$.

**Proof:** By Proposition 7, for every prime $p$ such that $p^d \leq n$ and $p \mid \Delta$ we have

$$u(s_n) = u(n! + s_{f(n)}) = u(s_{f(n)}) \pmod{p}.$$
The above congruence and the assumption \( u(s_n) = 0 \) forces \( u(s_{f(n)}) \equiv 0 \pmod{p} \) for all primes \( p \) as above. But then by Proposition 8, this entails that \( u(s_{f(n)}) = 0 \).

We can now finish the proof of our main result.

**Proof** (Proof of Theorem 3). We need to prove that \( \mathcal{S} \) is a universal Skolem set. But from Proposition 9 we see that given an LRS \( \mathbf{u} \), there is a computable constant \( N_1 \) such that if \( u(s_n) = 0 \) for some \( n \in \mathbb{N} \) then already \( u(s_n) = 0 \) for some \( n < N_1 \). Hence we can decide whether \( \mathbf{u} \) has a zero in \( \mathcal{S} \).

C. Characterising all zeros of an LRS in \( \mathcal{S} \)

In this section we observe that given an LRS \( \mathbf{u} \), one can decide whether \( \{n \in \mathbb{N} : u(s_n) = 0\} \) is finite. In case \( \{n \in \mathbb{N} : u(s_n) = 0\} \) is finite, we furthermore exhibit an effectively computable constant \( N_2 \) such that \( u(s_n) = 0 \) only if \( n \leq N_2 \).

Let \( \mathbf{u} = (u(n))_{n \geq 0} \) be a given integer LRS, satisfying an order-\( k \) recurrence. As shown in Section II-B, one can compute \( M \) such that for \( 0 \leq j < M \) each subsequence \( \mathbf{u}_{M,j} := (u(Mn + j))_{n \geq 0} \) is non-degenerate and satisfies an order-\( k \) recurrence.

Now \( \{n \in \mathbb{N} : u(s_n) = 0\} \) can only be infinite if one of the subsequences \( \mathbf{u}_{M,j} \), for some \( 0 \leq j < M \), is identically zero and \( \{n \in \mathbb{N} : s_n \equiv j \pmod{M}\} \) is infinite. But it is easy to test zeroes of \( \mathbf{u}_{M,j} \)—just determine whether the first \( k \) terms are all zero. It is also straightforward to determine whether \( \{n \in \mathbb{N} : s_n \equiv j \pmod{M}\} \) is infinite. Indeed for all \( n \geq M \) we have \( s_n \equiv s_{f(n)} \pmod{M} \) and so, since the map \( f \) is surjective, \( \{n \in \mathbb{N} : s_n \equiv j \pmod{M}\} \) is infinite if and only if there exists \( n \leq f(M) \) with \( s_n \equiv j \pmod{M} \). We conclude that we can decide infiniteness of \( \{n \in \mathbb{N} : u(s_n) = 0\} \).

Suppose now that \( \{n \in \mathbb{N} : u(s_n) = 0\} \) is finite; we seek an upper bound \( N_2 \) on this set. The discussion in the preceding paragraph shows that \( s_n \) belongs to some infinite arithmetic progression of zeros of \( \mathbf{u} \) only if \( n \leq f(M) \). Furthermore, Schlickewei and Schmidt [17] show that a non-zero integer sequence satisfying a non-degenerate order-\( k \) recurrence has at most \((2k)^{35}k^3\) zeros. Thus \#\( \{n \in \mathbb{N} : u(s_n) = 0\} \leq T \), where

\[ T := M(2k)^{35}k^3 + f(M). \]

Now define \( N_2 \) to be the least positive integer such that \( f(T)(N_2) > N_1 \). Suppose for a contradiction that \( u(s_n) = 0 \) for some \( n \geq N_2 \). Then, repeatedly applying Proposition 9, we have that

\[ u(s_{f(n)}) = 0, u(s_{f^{(2)}(n)}) = 0, \ldots, u(s_{f^{(T)}(n)}) = 0, \]

contradicting the fact that \#\( \{n \in \mathbb{N} : u(s_n) = 0\} \leq T \). We conclude that \( N_2 \) is an upper bound for \( \{n \in \mathbb{N} : u(s_n) = 0\} \).

IV. Conclusion

We have introduced the notion of a Universal Skolem Set and given an example of such a set. The latter was enumerated by a sequence \( (s_n)_{n \geq 0} \) such that \( n! \leq s_n \leq 2n! \). From these bounds it follows, e.g., using Stirling’s approximation, that

\[ \#\{n : s_n \leq T\} = \Theta\left(\frac{\log T}{\log \log T}\right). \]

It is natural to ask whether one can construct a Universal Skolem Set of greater asymptotic density. Since the decidability of the Skolem Problem is equivalent to the assertion that \( \mathbb{N} \) is itself a Universal Skolem Set, one may view the present paper as offering an alternative line of attack on the Skolem Problem.

The notion of Universal Skolem Set can be generalised to the notion of a Skolem Set \( \mathcal{S} \) for a class \( \mathcal{L} \) of linear recurrence sequences: a subset \( \mathcal{S} \) of the positive integers such that there is an effective procedure that inputs a linear recurrence sequence \( (u(n))_{n \geq 0} \) in \( \mathcal{L} \) and decides whether \( u(n) = 0 \) for some \( n \in \mathcal{S} \). A Universal Skolem Set is thus a Skolem Set for the class of all linear recurrence sequences, the set of prime numbers is a Skolem Set for the class of linear recurrence sequences considered in Section III-A, and, by the results of [12], [18], the set of all positive integers is a Skolem Set for recurrence sequences of order at most 4.

This more general notion of Skolem Set provides a setting in which one can study the tradeoffs between the density of a Skolem Set and the generality of the class of linear recurrence sequences to which it applies.
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