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Abstract

The Skolem Problem asks to determine whether a given linear recurrence sequence
(LRS) ⟨un⟩∞n=0 over the integers has a zero term, that is, whether there exists n such
that un = 0. Decidability of the problem is open in general, with the most notable
positive result being a decision procedure for LRS of order at most 4.

In this paper we consider a bounded version of the Skolem Problem, in which the
input consists of an LRS ⟨un⟩∞n=0 and a bound N ∈ N (with all integers written in
binary), and the task is to determine whether there exists n ∈ {0, . . . , N} such that
un = 0. We give a randomised algorithm for this problem that, for all d ∈ N, runs in
polynomial time on the class of LRS of order at most d. As a corollary we show that
the (unrestricted) Skolem Problem for LRS of order at most 4 lies in coRP, improving
the best previous upper bound of NPRP.

The running time of our algorithm is exponential in the order of the LRS—a de-
pendence that appears necessary in view of the NP-hardness of the Bounded Skolem
Problem. However, even for LRS of a fixed order, the problem involves detecting
zeros within an exponentially large range. For this, our algorithm relies on results
from p-adic analysis to isolate polynomially many candidate zeros and then test in
randomised polynomial time whether each candidate is an actual zero by reduction to
arithmetic-circuit identity testing.
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1 Introduction

A linear recurrence sequence (LRS) u = ⟨un⟩∞n=0 is a sequence of integers satisfying a linear
recurrence relation:

un+d = ad−1un+d−1 + · · ·+ a0un (n ∈ N) , (1.1)

where a0, . . . , ad−1 ∈ Z. The order of u is the smallest d such that u satisfies a relation
of the form (1.1). Even though LRS are ubiquitous in computer science, mathematics, and
beyond, the decidability of many basic computational problems about LRS remain open.
The most famous of these is the Skolem Problem [16, 19]:

Problem 1.1 (The Skolem Problem). Given an LRS u, does there exist n ∈ N such that
un = 0?

There is substantial interest in the decidability and complexity of the Skolem Problem,
being closely connected with many topics in theoretical computer science and other areas, in-
cluding loop termination [14, 3], formal power series (e.g. [6], Section 6.4), matrix semigroups
[5], stochastic systems [1, 4], and control theory [8].

The most significant structural result concerning the zeros of an LRS is the celebrated
Skolem-Mahler-Lech Theorem [18, 13, 12], which states that the set of zeros of an LRS is
a union of a finite number of arithmetic progressions and a finite set. The statement may
be refined via the concept of non-degeneracy. Define the characteristic polynomial of the
recurrence (1.1) to be

g(X) := Xd − ad−1X
d−1 − · · · − a0 . (1.2)

Let λ1, . . . , λs ∈ Q be the distinct roots of g; these are called the characteristic roots of
u. We say u is non-degenerate if no ratio λi/λj of distinct characteristic roots is a root
of unity. A given LRS can be effectively decomposed as the interleaving of finitely many
non-degenerate LRS [11, Theorem 1.6]. The core of the Skolem-Mahler-Lech Theorem is
that a non-degenerate LRS that is not identically zero has finitely many zero terms. The
Skolem Problem therefore reduces to determining whether a non-degenerate LRS has a zero
term.

To date, only partial decidability results are known, either by restricting the order of the
LRS or by restricting the structure of the characteristic roots. The breakthrough papers [20,
22] achieve decidability for LRS up to order 4 by exhibiting an effective bound N such that
if an LRS u of order at most 4 has a zero term then it has a zero term un = 0 where n < N .
It is shown in [10] that these methods yield an NPRP complexity upper bound for the Skolem
Problem on LRS of order at most 4: specifically [10, Appendix C] shows that the threshold
N has magnitude exponential in the description length of the LRS and that the existence
of n < N such that un = 0 can be determined in NPRP. A procedure to substantiate the
latter bound involves guessing n and building an arithmetic circuit representing un and then
checking zeroness of un in randomised polynomial time (an instance of the problem EqSLP
of testing zeroness of arithmetic circuits, which is in coRP [17]).

The above considerations lead us to define the following problem:
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Problem 1.2 (The Bounded Skolem Problem). Given an LRS u and an integer N > 0,
does there exist n ∈ {0, . . . , N} such that un = 0?

We can then reformulate the contribution of [10] as showing that the Bounded Skolem
Problem has complexity in NPRP and that the Skolem Problem for LRS of order 4 reduces
in polynomial time to the bounded version.

In this paper we show that for each fixed d ∈ N the Bounded Skolem Problem for LRS
of order at most d lies in coRP. As a corollary we show that the Skolem Problem for LRS of
order at most 4 also lies in coRP, improving the previous bound of NPRP. Since the threshold
N in the Bounded Skolem Problem is encoded in binary, the range {0, . . . , N} in which a
zero is sought has cardinality exponential in the size of the input. Nevertheless, we give a
randomised algorithm that can detect the existence of a zero in polynomial time for LRS
of a fixed order. The running time of our algorithm is exponential in the order of the LRS.
The exponential dependence on the order seems unavoidable, since the NP-hardness proof
of the Skolem Problem straightforwardly carries over to its bounded version, although it no
longer applies if the order of the LRS is fixed [2, 9].1

Our algorithm for the Bounded Skolem Problem is based on a p-adic approach that
was introduced by Skolem in his original proof of the Skolem-Mahler-Lech Theorem. This
involves extending an integer LRS u = ⟨un⟩∞n=0 to a p-adic analytic function F : Op → Op,
for a suitable prime p, such that F (n) = un for all n ∈ N. Here, Op is the valuation ring of
the field Cp which is the p-adic analogue of the field of complex numbers.

As we explain below, while it is not known how to decide whether an LRS has an
integer zero, one can decide in polynomial time whether its extension F has a zero in Op.
More generally, by considering zeros of the power series F (prx + m) for given r ∈ N and
m ∈ {0, . . . , pr−1}, one can determine whether F has a zero a ∈ Op such that a ≡ m mod pr.

Our procedure performs a depth-first search of all residues m ∈ {0, . . . , pr − 1}, for
successively larger r, such that F has a zero in Op whose residue modulo pr is equal to m.
Assume without loss of generality that the input N to the Bounded Skolem Problem has
the form N = pn − 1. We call each residue m ∈ {0, . . . , N} for which there exists a ∈ Op

with F (a) = 0 and a ≡ m mod (N +1) a candidate zero of u. Every integer zero of u in the
interval {0, . . . , N} is a candidate zero and, conversely, every candidate zero is the residue
modulo N + 1 of a zero of F in Op. For each candidate zero m ∈ {0, . . . , N}, we determine
whether um is zero in randomised polynomial time by constructing an arithmetic circuit
representing um, using iterated matrix powering, and checking the circuit for zeroness using
standard methods in arithmetic circuit identity testing.

The overall polynomial-time bound of the procedure (for each fixed recurrence depth d)
crucially relies on a quantitative refinement of Skolem’s proof, due to Van der Poorten and
Schlickewei [21]. We use this result in two different ways. First it gives an upper bound on
the number of zeros of F in Op, which translates in our setting to a polynomial bound on
the number of candidate zeros that our algorithm examines. In other words, we need only

1The NP-hardness proof for the Skolem Problem in [2, Theorem 6] is by reduction from Subset Sum. The
reduction maps an instance of Subset Sum to an LRS that has a zero iff the instance of Subset Sum has a
solution. The constructed LRS has period the product N := p1 · · · pm of the first m primes, where m is the
number of integers in the instance of Subset Sum. Evidently the same reduction works also for the Bounded
Skolem Problem.
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search a small fragment of the exponentially large search tree of residues modulo N + 1.
Secondly, we use the result of [21] in combination with the Weierstrass Preparation Theorem
(which characterises the number of roots of a power series in terms of the absolute values of
its coefficients) to decide in polynomial time whether the power series F has a zero in Op.
The key issue in this case is to obtain a polynomial bound on the number of coefficients of
a power series that must be examined to determine whether it has a root in Op.

Although the correctness of our algorithm is based on p-adic techniques, the implemen-
tation works with the underlying LRS and does not directly compute with p-adic numbers.
This is because we work with the so-called Mahler-series representation of p-adic power
series, which are based on the Mahler polynomials

(
x
k

)
= x(x−1)···(x−k+1)

k!
for k ∈ N. Con-

veniently for our purposes, the interpolation F of an LRS has a Mahler series expansion
F (x) =

∑∞
k=0 βk

(
x
k

)
whose coefficients βk lie in Z and can, moreover, be directly calculated

from the LRS by a simple formula involving the discrete difference operator. The critical
information for applying the p-adic Weierstrass Preparation Theorem for locating the roots
of F can be extracted from its Mahler series expansion.

2 Preliminaries

2.1 Linear recurrence sequences

We recall some basic notions about linear recurrence sequences; more details may be found
in [11]. We also establish some notation. Let u be an LRS of order d satisfying the relation
(1.1). The companion matrix of u is defined to be

A =


ad−1 . . . a1 a0
1 . . . 0 0
...

. . .
... 0

0 . . . 1 0

 .

Writing α =
(
0 0 . . . 1

)
, β =

(
ud−1 ud−2 . . . u0

)T
, we get un = αAnβ. We denote by

∥u∥ the size of the representation of u, defined as

∥u∥ =
d−1∑
i=0

(∥ai∥+ ∥ui∥)

where ∥y∥ denotes the number of bits needed to represent the integer y. Throughout the
paper, let poly(∥u∥) denote any quantity that is bounded above by ∥u∥O(1).

2.2 p-adic numbers

We briefly recall relevant notions about p-adic numbers. We refer to [15] for more details.
Given a prime number p, every non-zero rational number x ∈ Q may be written as x = a

b
pr

for some integers a, b coprime to p, with b non-zero, and r ∈ Z. We define the valuation
vp(x) = r, and vp(0) = ∞. From this derivation we see that vp satisfies the ultrametric
inequality vp(x+ y) ≥ min(vp(x), vp(y)) for all x, y ∈ Q.
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We define an absolute value on Q by |x|p = p−vp(x). The ultrametric inequality on vp
translates to the strong triangle inequality: |x+ y|p ≤ max(|x|p, |y|p) for all x, y ∈ Q. In the
same way as one completes Q with respect to the standard absolute value | · | to get R, one
may complete Q with respect to | · |p to get the p-adic numbers Qp. If one completes Z with
respect to | · |p then one gets the p-adic integers Zp, which may also be defined as the unit
disc in Qp:

Zp = {x ∈ Qp : |x|p ≤ 1} = {x ∈ Qp : vp(x) ≥ 0} .

The absolute value | · |p on Qp extends uniquely to an absolute value on the algebraic

closure Qp. Specifically, given α ∈ Qp, we define |α|p := |N(α)|1/np , where n is the degree of
α over Qp and N(α) is the norm of α, that is the determinant of the Q-linear transformation
µα : Q(α) → Q(α) given by µα(x) = αx. We correspondingly extend the valuation vp(·) to
Qp by vp(α) :=

1
n
vp(N(α)). With these definitions the identity |α|p = p−vp(α) holds for all

α ∈ Qp. While Qp is not complete with respect to | · |p, taking the Cauchy completion we
obtain a field Cp that is both algebraically closed and complete under the extension of | · |p
to Cp.

Define the closed disc D(z, r) centred at z ∈ Cp with valuation r to be

D(z, r) = {x ∈ Cp : vp(x− z) ≥ r} = {x ∈ Cp : |x− z|p ≤ p−r} (2.1)

and denote the unit disc of Cp by

Op = D(0, 0) = {x ∈ Cp : vp(x) ≥ 0} = {x ∈ Cp : |x− z|p ≤ 1} .

Note that Op is a subring of Cp.

2.3 p-adic power series

Let ⟨bj⟩∞j=0 be a sequence in Zp. A sufficient and necessary condition for the power series
F (x) =

∑∞
j=0 bjx

j to converge on Zp is that vp(bj) → ∞ as j → ∞. A p-adic analytic
function F : Zp → Zp is one that is given by a convergent power series. For a p-adic analytic
function F and α ∈ Op it is the case that F (α) converges to an element of Op. Thus we may
refer to the zeros of F in Op.

Theorem 2.1 (p-adic Weierstrass Preparation Theorem). Let F (x) =
∑∞

j=0 bjx
j ∈ Zp[[x]]

be a non-zero convergent power series. Suppose j0 is an integer such that

vp(bj0) = min
j

vp(bj) and vp(bj0) < vp(bj) ∀j > j0 .

Then there is a polynomial g(x) of degree j0 and a power series h(x) with no zeros in Op

such that

F (x) = g(x)h(x) .

In particular, F has exactly j0 zeros in Op, counting multiplicity.
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To facilitate the application of this theorem, we formulate a further definition and corol-
lary.

Definition 2.2. Let F and j0 be as in Theorem 2.1. Define V (F ) := min
j

vp(bj) = vp(bj0),

and write j(F ) := j0.

Equivalently, j(F ) is the largest index of a power series coefficient of F with minimal
valuation among all coefficients, and V (F ) is this minimal valuation.

Corollary 2.3. Let F be as in Theorem 2.1. Define hz,r(x) = F (prx + z). Then F has
exactly j(hz,r) zeros in the disc D(z, r).

Proof. By Theorem 2.1, hz,r has exactly j(hz,r) zeros in Op. Note that x ∈ Op = D(0, 0) if
and only if prx+ z ∈ D(z, r), so F has exactly j(hz,r) zeros in the disc D(z, r).

2.4 Mahler Series

The computation of j(F ) for p-adic analytic functions F arising from LRS plays a critical
role in our zero-finding procedure. The following two sections show how this can be done
directly from the LRS, without the need to compute the coefficients of F . For this we need
some background on Mahler series. The following may be found in [15, Section IV 2.3-2.4,
Section VI 4.7].

Define the difference operator ∆ by (∆F )(x) = F (x + 1) − F (x) for any function F :
Zp → Zp. For k ≥ 0, consider the polynomial(

x

k

)
:=

x(x− 1) · · · (x− k + 1)

k!
.

Since
(
n
k

)
∈ Z for all n ∈ Z and Z is dense in Zp with respect to the topology induced by

| · |p, it follows that
(
x
k

)
maps Zp to Zp. A Mahler series is a formal series

F (x) =
∞∑
k=0

βk

(
x

k

)
, (2.2)

where βk ∈ Zp is such that vp(βk) → ∞ as k → ∞. Such a series defines a continuous
function F : Zp → Zp and, conversely, every continuous function F : Zp → Zp can be
represented by a Mahler series of the form (2.2) in which

βk = (∆kFℓ)(0) =
k∑

j=0

(−1)k−j

(
k

j

)
F (j) . (2.3)

Under the further assumption that vp(βk/k!) → ∞ as k → ∞, the Mahler series (2.2)
defines an analytic function F : Zp → Zp, that is, F admits a power series expansion
F (x) =

∑∞
j=0 bjx

j where bj ∈ Zp for all j and vp(bj)→ 0.
The following proposition characterises j(F ) for an analytic function F in terms of its

Mahler series.
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Proposition 2.4. Suppose F : Zp → Zp is an analytic function whose respective power
series and Mahler series representations are:

F (x) =
∞∑
j=0

bjx
j =

∞∑
k=0

βk

(
x

k

)
(2.4)

Define V ′(F ) := min
k≥0

vp(βk/k!) and define k(F ) to be the largest integer k such that vp(βk/k!) =

V ′(F ). Then V (F ) = V ′(F ) and j(F ) = k(F ).

Proof. We have

k!

(
x

k

)
=

k∑
j=0

(−1)k−j

[
k
j

]
xj and xj =

j∑
k=0

{
j
k

}
k!

(
x

k

)
(2.5)

where

[
k
j

]
and

{
j
k

}
are positive integers known as the Stirling numbers of the first and

second kind respectively. By combining (2.5) with (2.4) we see that

bj =
∞∑
k=j

(−1)k−j βk

k!

[
k
j

]
and

βk

k!
=

∞∑
j=k

bj

{
j
k

}
which gives

V (F ) = vp(bj(F )) = vp

(
βj(F )

j(F )!

)
≥ V ′(F )

and

V ′(F ) = vp

(
βk(F )

k(F )!

)
= vp(bk(F )) ≥ V (F ) .

The combination of these inequalities give V (F ) = V ′(F ) and j(F ) = k(F ).

2.5 Interpolation of Linear Recurrence Sequences

It is well known that for a suitable prime p, a linear recurrence sequence admits a decompo-
sition into finitely many subsequences such that each subsequence can be interpolated to a
p-adic analytic function. This fact is the basis of the Skolem’s original proof of the Skolem-
Mahler-Lech theorem. In this section, we give a self-contained account of this construction.
Furthermore, for each of the p-adic analytic functions F that arise from the interpolation of
an LRS we give a characterisation of j(F ) in terms of the first d− 1 discrete derivatives of
the LRS at zero, where d is the order of the recurrence. In the process, we recover a result
of [21, Lemma 2] that j(F ) < d − 1 for p sufficiently large relative to the order d of the
recurrence:

Theorem 2.5. Let u satisfy the order-d linear recurrence (1.1) and let p > d+1 be a prime
not dividing the constant term a0 of the recurrence. Then there exists M < pd

2
and analytic

functions Fℓ : Zp → Zp, ℓ ∈ {0, . . . ,M − 1}, such that for all ℓ we have
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1. Fℓ(n) = uMn+ℓ for all n ∈ N;

2. V (Fℓ) = min{vp((∆jFℓ)(0)) : 0 ≤ j ≤ d− 1};

3. j(Fℓ) = max{j ∈ {0, . . . , d− 1} : vp((∆jFℓ)(0)) = V (Fℓ)}.

Proof. Write un = x⊤Any, where A is the companion matrix of the recurrence and

x =
(
0 0 . . . 1

)
, y =

(
ud−1 ud−2 . . . u0

)T
.

Since p ∤ a0, we have p ∤ det(A) and hence A is invertible in GLd(Z/pZ). It follows that
AM ≡ I (mod p), for some 0 < M < pd

2
. Write AM = I + pB for some d× d integer matrix

B. Then for ℓ ∈ {0, . . . ,M} we have

uMn+ℓ = xTAMn+ℓy

= xT (I + pB)nAℓy

=
n∑

k=0

(
n

k

)
pk xTBkAℓy

=
∞∑
k=0

βℓ,k

(
n

k

)
,

where βℓ,k := pk xTBkAℓy. Since vp(βℓ,k) ≥ k, using the standard bound vp(k!) ≤ k
p−1

,

we have vp(βℓ,k/k!) ≥ k(p−2)
p−1

. Thus vp(βℓ,k/k!) → ∞ as k → ∞ and so the Mahler series

Fℓ(x) :=
∑∞

k=0 βℓ,k

(
x
k

)
defines an analytic function such that Fℓ(n) = uMn+ℓ for all n ∈ Z.

Fix ℓ ∈ {0, . . . ,M − 1} and write γℓ,k := x⊤BkAℓy, so that βℓ,k = pkγℓ,k. By the Cayley-
Hamilton theorem, there are integers b0, . . . , bd1 such that Bd = b0B

d−1 + · · · bd−1I. Hence

γℓ,k = x⊤BkAℓy =
d−1∑
i=0

bi x
⊤Bk−1−iAℓy =

d−1∑
i=0

biγℓ,k−1−i (2.6)

for all k ≥ d. Let m := min {vp(γℓ,k) : 0 ≤ k ≤ d− 1}. Then, by the Equation 2.6, it follows
by strong induction on k that vp(γℓ,k) ≥ m for all k ∈ N.

For all k ≥ d, using the standard bound vp(k!) ≤ k−1
p
, we have:

vp(βℓ,k/k!) = vp(γℓ,k) + vp(p
k/k!)

≥ m+ k(p−2)
p−1

≥ m+ d(p−2)
p−1

> m+ d− 1 (since p > d+ 1).

On the other hand, for 0 ≤ k ≤ d− 1 we have vp(βℓ,k/k!) ≤ vp(γℓ,k) + d− 1 and hence

min
0≤k≤d−1

vp(βℓ,k/k!) ≤ m+ d− 1 .

We conclude that k(Fℓ) ≤ d− 1.
Applying Proposition 2.4, since d− 1 < p, we have

V (Fℓ) = V ′(Fℓ) = min
0≤k≤d−1

vp(βℓ,k/k!) = min
0≤k≤d−1

vp(βℓ,k) = min
0≤k≤d−1

vp((∆
kFℓ)(0))

and j(F ) = k(F ) is the maximum value of k ∈ {0, . . . , d−1} such that vp(βℓ,k) = V ′(F ).
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3 Algorithm and Complexity Analysis

Let LRS(d) denote the class of LRS of order d. Throughout this section, we assume we are
working inside the class LRS(d) for some d ∈ N. Our complexity estimates are in terms of
∥u∥, the length of the description of initial values and recurrence that define u, and the bit
length of the threshold N describing the range {0, . . . , N} in which we seek zeros of LRS.

The goal of this section is to prove the following result:

Theorem 3.1. For every d ∈ N, the Bounded Skolem Problem on LRS(d) is disjunctively
Turing reducible to EqSLP and hence lies in coRP.

Note above that one can test whether at least one among a finite collection of arithmetic
circuits is zero by testing the product for zeroness, which can be done in coRP [17].

3.1 Informal outline of the algorithm

We will first outline the general ideas behind the algorithm and the ingredients required to
prove the required complexity bounds on the Bounded Skolem Problem. Given an LRS u
and integer upper bound N written in binary, let ∥u∥ and ∥N∥ denote the lengths of their
respective binary strings. Recall we are required to search for integers 0 ≤ n ≤ N with
un = 0.

In short, the idea is to find p-adic approximations of any possible zeros of u by finding
discs of decreasing size in which zeros may lie. We do this approximation until for each disc
there is only one possible integer that lies below the upper bound N and lies inside the disc,
and then we check all the candidate integer zeros. In more detail, recalling the definition
(2.1) of the disc D(z, r), we do the following:

1. Choose a prime p that does not divide the last coefficient a0 of the recurrence.

2. Split the LRS into subsequences uMn+ℓ for some integer M and 0 ≤ ℓ ≤ M − 1 such
that uMn+ℓ may be interpolated by a p-adic analytic function Fℓ : Zp → Zp. We have
Fℓ is identically zero if and only if uMn+ℓ = 0 for n = 0, 1, . . . , d − 1. This may be
checked in polynomial-time as Mn + ℓ = poly(∥u∥) for these values of n. We analyse
those functions Fℓ for which the corresponding sequence uMn+ℓ is not identically zero.

3. For R such that MpR + ℓ ≥ N , find all discs D (z,R) for 0 ≤ z ≤ pR − 1 containing
a zero x0 ∈ Op of Fℓ. This identifies all residue classes mod pR that could contain an
integer zero of uMn+ℓ.

• To do this efficiently, we inductively find each disc D(z, r) containing a zero of Fℓ

for each 0 ≤ r ≤ R and 0 ≤ z ≤ pr − 1.

• If we have found that the disc D(z, r) contains a zero of Fℓ for integer 0 ≤ z ≤
pr − 1, then check each disc D(z + pra, r + 1) to determine whether it has any
zeros of Fℓ, for integers 0 ≤ a ≤ p− 1.

• Checking whether the disc D(z, r) contains any zeros of Fℓ may be done by com-
puting j(hz,r), where hz,r(x) = F (prx + z), by Corollary 2.3. In practice we do
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this by looking at the p-adic valuations of the Mahler-series coefficients βℓ,k for
each k (as defined in Section 2.5), using Theorem 2.5.

4. Check whether uMz+ℓ = 0 for each disc D(z,R) computed.

Correctness of the algorithm is straightforward to see as by definition of R, any disc D(z,R)
contains at most one integer n such that 0 ≤ Mn + ℓ ≤ N , namely n = z being the
only possible candidate. The discs found by the end of the computation are the only discs
D(z, R) containing a p-adic zero x0 ∈ Op of Fℓ, so they obviously contain all integer zeros
of Fℓ(n) = uMn+ℓ. The bulk of the problem is to prove that steps 1-3 above may be done in
poly(∥u∥, ∥N∥) time. The strategy of the next subsection will be to show that:

1. p,M may be taken to be poly(∥u∥) in magnitude.

2. Computing whether the disc D(z, r) contains any zeros of Fℓ takes poly(∥u∥, ∥N∥)
time for any integer 0 ≤ z ≤ pr − 1 and 1 ≤ r ≤ R for R smallest integer such that
MpR + ℓ ≥ N

3. It takes poly(∥u∥, ∥N∥) many of the above computations to determine all the residue
classes mod pR possibly containing a zero of Fℓ

3.2 Proofs of complexity bounds

In this subsection we prove that all the parts of the algorithm outlined have the required
complexity bounds.

Lemma 3.2. We may find a prime p > d + 1 and integer M with poly(∥u∥) magnitude in
poly(∥u∥) time that satisfy the conditions of Theorem 2.5.

Proof. Choose any prime p ≥ d + 2 such that p ∤ a0, the last coefficient of the recurrence
relation (1.1) that u satisfies. By Bertrand’s postulate, there exists a prime p satisfying
max{d + 2, |a0|, 4} < p < 2max{d + 2, |a0|, 4}, so to find the required prime p it suffices to
search this interval for a prime, which may be done in poly(∥u∥) time.

Now, by Theorem 2.5 we can take M < pd
2
, in particular the smallest positive integer

such that AM ≡ I mod p, where A is the companion matrix of u. Such M is easily found
in poly(∥u∥) time by directly checking if Am ≡ I mod p for each 0 < m < pd

2
.

We would now like to prove that the search for p-adic discs containing zeros of Fℓ takes
poly(∥u∥) time. To do this, we need to be able to find j(hz,r) quickly, where hz,r(x) =
F (prx+ z), so we need to show V (hz,r) is not too large.

Lemma 3.3. Let Fℓ : Zp → Zp interpolate the subsequence uMn+ℓ for p,M as in Lemma 3.2,
and suppose that the subsequence uMn+ℓ is not identically zero. Let hz,r(x) = Fℓ(p

rx + z)
for integers r and 0 ≤ z ≤ pr − 1. Then

1. j(hz,r) ≤ j(Fℓ) ≤ d− 1

2. V (hz,r) ≤ V (Fℓ) + rj(Fℓ) = poly(∥u∥, r).

10



Proof. We have j(hz,r) ≤ j(Fℓ) by Corollary 2.3 and we have j(Fℓ) ≤ d− 1 by Theorem 2.5.
This proves Item 1.

For the bound on V (hz,r) in Item 2., note that by Item 2 of Theorem 2.5 we have

V (Fℓ) ∈ {vp((∆0Fℓ)(0)), vp((∆
1Fℓ)(0)), . . . , vp((∆

d−1Fℓ)(0))} .

Then from the formula

(∆kFℓ)(0) =
k∑

j=0

(−1)k−j

(
k

j

)
Fℓ(j)

we have

V (Fℓ) ≤ log

(
max

0≤k≤d−1
|(∆kFℓ)(0)|

)
≤ log

(
d−1∑
j=0

(
d− 1

k

)
|Fℓ(j)|

)
≤ log

(
d−1∑
j=0

2d|uMj+ℓ|

)

and using that |uMj+ℓ| ≤ 2(Mj+ℓ)∥u∥dMj+ℓ, which is easily shown by induction with the
recurrence relation (1.1), we get V (Fℓ) = poly(∥u∥).

For the bound on V (hz,r), note the following. For any analytic F (x) =
∑∞

j=0 bjx
j, for

0 ≤ k ≤ d − 1 we have F (k)(0) = bkk! so since p ≥ d + 2 we have vp(F
(k)(0)) = vp(bk).

Furthermore, we have vp(bj(F )) < vp(bk) for all k > j(F ) so vp(F
(j(F ))(z)) = vp(F

(j(F ))(0))
for all z ∈ Z. From this we can deduce

V (hz,r) = vp(h
(j(hz,r))
z,r (0)) ≤ vp(h

(j(Fℓ))
z,r (0)) = vp(p

rj(Fℓ)F
(j(Fℓ))
ℓ (z)) = V (Fℓ) + rj(Fℓ)

and we have V (Fℓ) + rj(Fℓ) ≤ V (Fℓ) + r(d− 1) = poly(∥u∥, r).

Having shown that V (hz,r) cannot be too large, we now show we can compute j(hz,r)
sufficiently quickly.

Proposition 3.4. Let Fℓ : Zp → Zp interpolate a not-identically-zero subsequence uMn+ℓ

with p,M = poly(∥u∥). For any integers r > 0 and 0 ≤ z ≤ pr − 1, we may find the number
of zeros (counted with multiplicity) of Fℓ in the disc D(z, r) in poly(∥u∥, r) time.

Proof. By Corollary 2.3 it suffices to find j(hz,r), which by Lemma 3.3 satisfies j(hz,r) ≤ d−1.
By Theorem 2.5, j(F ) is simply the largest integer k ∈ {0, . . . , d−1} such that vp((∆

khz,r)(0))
is minimal (and equal to V (hz,r)). By Lemma 3.3 we have that V (hz,r) < ν for some
ν = poly(∥u∥, r).2

Then at least one of (∆0hz,r)(0), (∆
1hz,r)(0), . . . , (∆

d−1hz,r)(0) is non-zero mod pν , so to
determine j(hz,r) it suffices to compute these quantities mod pν . We have the formula

(∆khz,r)(0) =
k∑

n=0

(−1)k−n

(
k

n

)
hz,r(n) =

k∑
n=0

(−1)k−n

(
k

n

)
uM(prn+z)+ℓ .

2By inspecting the proof of Lemma 3.3 we may take ν = log(2d2(Md+ℓ)∥u∥dMd+ℓ+1) + rd + 1 for actual
computations.

11



Thus (∆khz,r)(0) mod pν may be computed in poly(∥u∥) time if uM(prn+z)+ℓ mod pν may
be computed in poly(∥u∥) time, for 0 ≤ n ≤ d − 1. Writing α =

(
0 0 . . . 1

)
, β =(

ud−1 ud−2 . . . u0

)T
and

A =


ad−1 . . . a1 a0
1 . . . 0 0
...

. . .
... 0

0 . . . 1 0


the companion matrix, we have

um = αAmβ .

For 0 ≤ n ≤ d−1, we have M(prn+z)+ℓ ≤ q1(∥u∥)q2(r) for polynomials q1, q2. We may com-
pute AM(prn+z) mod pν using O(log(M(prn+z)+ℓ)) = O(q2(r) log(q1(∥u∥))) = poly(∥u∥, r)
multiplications of matrices mod pν , using repeated squaring. Since ν = poly(∥u∥, r) and
p = poly(∥u∥), the entries of the matrices mod pν may be written with poly(∥u∥, r) many
binary digits, so each multiplication of matrices may be done in poly(∥u∥, r) time.

In conclusion, (∆khz,r)(0) mod pν may be computed in poly(∥u∥) time for all 0 ≤ k ≤
d− 1, from which we can immediately find j(hz,r) and conclude.

Corollary 3.5. For each 0 ≤ ℓ ≤ M − 1, for integer N written in binary, we can take
R = O(∥N∥) such that MpR + ℓ ≥ N and we may find all discs D(z, R) containing a zero
x0 ∈ Op of Fℓ in poly(∥u∥, ∥N∥) time.

Proof. Firstly, note that we can take R =
⌈
logN
log p

⌉
so R = O(∥N∥). By Proposition 3.4, for

each integer 1 ≤ r ≤ R and each integer 0 ≤ z ≤ pr−1 it takes poly(∥u∥, r) = poly(∥u∥, ∥N∥)
time to determine whether D(z, r) contains any zeros of Fℓ. Consider the following routine:

1. Determine whether Fℓ has any zeros in D(0, 0) = Op.

2. Given a disc D(z, r) that has been determined to have zeros of Fℓ, for each integer
a = 0, 1, . . . , p− 1, determine whether D(z + pra, r + 1) has any zeros of Fℓ.

3. Repeat step 2 until r = R, output all discs D(z, R) found and then stop.

This routine inductively finds all the discs D(z,R) containing zeros of Fℓ for 0 ≤ z ≤ pR−1.
By Theorem 2.5, Fℓ has at most d− 1 zeros, so we end up with at most d− 1 of these discs.
Each such disc D(z, R) takes at most pR = poly(∥u∥, ∥N∥) operations of checking particular
discs D(z′, r) for zeros, and each operation takes poly(∥u∥, ∥N∥) time, so the entire routine
takes poly(∥u∥, ∥N∥) time.

We are now ready to prove our main result.

Theorem 3.1. For every d ∈ N, the Bounded Skolem Problem on LRS(d) is disjunctively
Turing reducible to EqSLP and hence lies in coRP.
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Proof. We can find p,M = poly(∥u∥) in poly(∥u∥)-time satisfying the conditions of Theorem
2.5 by Lemma 3.2. For each subsequence uMn+ℓ for 0 ≤ ℓ ≤M − 1 we check whether uMn+ℓ

is identically zero by checking directly whether uMn+ℓ = 0 for n = 0, 1, . . . , d− 1. This takes
poly(∥u∥) time as Mn + ℓ = poly(∥u∥) for such values of n. For each ℓ such that uMn+ℓ is
not identically zero we analyse its p-adic interpolation Fℓ : Zp → Zp.

By Corollary 3.5, for each 0 ≤ ℓ ≤M − 1 and for R = O(∥N∥) such that MpR + ℓ ≥ N
we may find all discs D(z,R) for integers 0 ≤ z ≤ pR − 1 containing a zero of Fℓ. By
construction of R, the only positive integer inside each disc D(z, R) possibly corresponding
to an integer zero 0 ≤ n ≤ N of u is z itself. Therefore, for each such disc we need only
check whether uMz+ℓ = 0.

Let the collection of all candidate integer zeros be n1, . . . , nm. Note each ni = Mzi + ℓ
for some 0 ≤ ℓ ≤ M − 1 and 0 ≤ zi ≤ pR. By Theorem 2.5, each Fℓ has at most d − 1
zeros, so m ≤ (d − 1)M = poly(∥u∥). However, we cannot check whether uni

= 0 directly
since in general ni = 2poly(log ∥u∥,∥N∥), so one more trick is required. Consider the product
U = un1un2 . . . unm . Since we have

uni
= αAniβ

for certain vectors α, β and the companion matrix A, each uni
may be written as the output

of a poly(∥u∥, ∥N∥)-sized circuit, using repeated squaring. Therefore, since m = poly(∥u∥),
we may write U as the output of a poly(∥u∥)-sized circuit. The LRS u has a zero 0 ≤ n ≤ N
if and only if U = 0, and the problem of checking whether U = 0 is in EqSLP.

Since the described algorithm identifies all possible candidates for zeros 0 ≤ n ≤ N of
u, we can improve the complexity of the function problem version of the Bounded Skolem
Problem.

Theorem 3.6. Let d ∈ N. Given u ∈ LRS(d) and N ∈ N, the problem of computing the
set of all 0 ≤ n ≤ N with un = 0 (represented as the union of a finite set and finitely many
arithmetic progressions) is in FPEqSLP = FPRP.

Proof. We may follow the same exact proof as for Theorem 3.1, except using an EqSLP oracle
to decide whether un = 0 for each candidate zero n.

Corollary 3.7. The Skolem Problem for LRS of order at most 4 is disjunctively Turing
reducible to EqSLP and hence lies in coRP. The function problem of determining all zeros
of an LRS of order at most 4 is in FPEqSLP = FPRP.

Proof. Follows from Theorems 3.1 and 3.6 and the fact that there is an upper bound N =
2poly(∥u∥) on the size of the largest zero lying outside an arithmetic progression of zeros. We
deduce this from [10, Appendix C] which states that a non-degenerate sequence u of order
at most 4 has an upper bound N = 2O(∥u∥′) on the size of the largest zero, where ∥u∥′ is the
size of a description of the exponential-polynomial representation of u in binary. That is, if

un =
s∑

i=1

Pi(n)λ
n
i
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for polynomials Pi with algebraic coefficients and algebraic numbers λi, then ∥u∥′ =
∑

i ∥Pi∥+
∥λi∥. The description of the coefficients of Pi and λi are the standard ways to represent an
algebraic number by its minimal polynomial and an appropriate approximation, see [10] for
more details. It is noted there also that there is an integer L(d) depending only on the order
d of the LRS such that the subsequences uL(d)n+r are identically zero or non-degenerate.
These subsequences have exponential polynomial representation

uL(d)n+r =
s∑

i=1

Pi(L(d)n+ r)λr
iλ

L(d)n
i

and by [10, Lemma A.1] we have ∥Qi∥, ∥λL(d)
i ∥ = poly(∥u∥′) where Qi(n) = Pi(L(d)n+r), so

each subsequence v
(r)
n = uL(d)n+r has ∥v(r)∥′ = poly(∥u∥′). Thus, since ∥λi∥, ∥Pi∥ = poly(∥u∥)

(e.g. see [2, Lemma 6]) we have ∥u∥′ = poly(∥u∥). By [10] there’s a Nr = 2O(∥v(r)∥′ for each
not-identically-zero v(r) so we may take N = max

0≤r≤L(d)−1
Nr = 2poly(∥u∥).

In fact, the Skolem Problem is known to be decidable for a wider class of LRS. Named
after the authors of the papers [20, 22] in which decidability is established, the MSTV class
is the class of LRS with at most 3 dominant roots with respect to an Archimedean absolute
value or at most 2 dominant roots with respect to a non-Archimedean absolute value. See
also the exposition of [7] on these results. Let MSTV(d) denote the class of LRS of order d
lying in the MSTV class. We claim that by carrying the constants through more precisely
in the proof of decidability, there is a bound N = 2poly(∥u∥) on the size of the largest zero,
and hence for any integer d ≥ 1 the Skolem Problem for the class MSTV(d) is disjunctively
Turing reducible to EqSLP and therefore in coRP.

Finally, one more class of LRS for which an exponential upper bound on the size of the
largest zero was shown is the class of LRS whose characteristic roots are all roots of rational
numbers [2]. For this class we likewise obtain a coRP bound to decide the Skolem Problem
for LRS of every fixed order.

3.3 Pseudocode

For completeness, we give the full pseudocode for the algorithm to find candidate zeros of
u previously described. The algorithm takes as input an LRS u and integer N and finds in
polynomial-time a description of a set containing all possible integer zeros of u in the interval
[0, N ]. In particular this set is comprised of finitely many arithmetic progressions (Mn+ℓ)n∈N
for which uMn+ℓ = 0, and polynomially-many exceptional integers 0 ≤ n ≤ N lying outside
those arithmetic progressions. To solve the Bounded Skolem Problem, one simply has to
check whether un1 . . . uns = 0 where n1, . . . , ns are all the exceptional candidate zeros. To
solve the function problem version, one checks whether unj

= 0 for each j = 1, . . . , s.
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Algorithm 1: Polynomial-time algorithm for finding all arithmetic progressions of
zeros and polynomially-many extra candidate integer zeros of an LRS

Input: LRS u satisfying (1.1) of order d, integer N
Output: List of pairs (M, ℓ) for which uMn+ℓ is identically zero, and a list of

polynomially many exceptional candidate zeros 0 ≤ n ≤ N

1 define zeroSearch (F, d,N, ν,M, p):
2 discs ← empty list;
3 zeros ← empty list;
4 Compute (∆kF )(0) mod pν for each 0 ≤ k ≤ d− 1;
5 Compute vp((∆

kF )(0)) from this for each 0 ≤ k ≤ d− 1;
6 j(F )← largest integer k for which vp((∆

kF )(0)) = min
0≤j≤d−1

vp((∆
jF )(0));

7 if j(F ) > 0 then append D(0, 0) to discs;
8 while discs ̸= ∅ do
9 foreach D(z, r) ∈ discs do

10 foreach 0 ≤ a ≤ p− 1 do
11 z′ ← z + pra;
12 Compute (∆khz′,r+1)(0) mod pν for each 0 ≤ k ≤ d− 1;
13 Compute min{vp((∆khz′,r+1)(0)), ν} from this for each 0 ≤ k ≤ d− 1;
14 j(hz′,r+1)← largest integer k for which

vp((∆
khz′,r+1)(0)) = min

0≤j≤d−1
vp((∆

jhz′,r+1)(0));

15 if j(hz′,r+1) > 1 then
16 if pr+1M + ℓ ≥ N then append z′ to zeros;

17 else append D(z′, r + 1) to discs;

18 Remove D(z, r) from discs;

19 return zeros

20 candidates ← empty list;
21 APs ← empty list;
22 Compute smallest prime p with p ≥ d+ 2 and p ∤ a0;
23 A← companion matrix of u;
24 M ← the smallest positive integer such that AM ≡ I mod p;

25 ν ← log(2d2(Md+k)∥u∥dMn+k+1) + rd+ 1;
26 foreach 0 ≤ ℓ ≤M − 1 do
27 if uMn+ℓ = 0 for every n = 0, 1, . . . , d− 1 then
28 append (M, ℓ) to APs;
29 next ℓ

30 else
31 Fℓ ← the function n 7→ uMn+ℓ on N;
32 foreach z in zeroSearch (Fℓ, d,N, ν,M, p) do
33 append Mz + ℓ to candidates
34 next ℓ

35 output candidates
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3.4 An example

Here we show an example of how the algorithm works for a particular LRS. Note this is only
supposed to be illustrative so ν is chosen smaller than in Algorithm 1. Let u be defined by

un+3 = 2un+2 − 3un+1 + un

and initial values u0 = −1, u1 = 1, u2 = 7. We may take prime p = 5, and we can see
that the companion matrix A satisfies A8 ≡ I mod p, thus we can take M = 8. Suppose
that we are also given upper bound N = 200. For the benefit of presentation, we take
ν = 5. Following the algorithm, consider the subsequences u8n, u8n+1, . . . , u8n+7 and their
corresponding p-adic analytic interpolations F0, F1, . . . , F7. It is easy to check that none of
the subsequences are identically zero. To compute the number of zeros of Fℓ in D(0, 0), we
compute each of (∆0Fℓ)(0), (∆

1Fℓ)(0), (∆
2Fℓ)(0) mod 55.

ℓ (∆0Fℓ)(0) (∆1Fℓ)(0) (∆2Fℓ)(0)
0 3124 80 400
1 1 130 2875
2 7 15 25
3 10 2845 1190
4 0 2650 2075
5 3102 3030 575
6 3089 955 2375
7 3122 1720 1975

Table 1: The values of (∆kF )(0) mod 55 for 0 ≤ ℓ ≤ 7

z (∆0h1,z)(0) (∆1h1,z)(0) (∆0h2,2+5z)(0) (∆1h2,2+5z)(0)
0 10 2475 650 500
1 2855 350 2625 500
2 650 1975 225 500
3 395 1100 2825 500
4 2215 850 1050 500

Table 2: The values of (∆kh1,z)(0) mod 55 for 0 ≤ z ≤ 4 where h1,z(x) = F3(px+ z)

z (∆0h1,z)(0) (∆1h1,z)(0) (∆2h1,z)(0) (∆0h2,5z)(0) (∆1h2,5z)(0) (∆0h2,2+5z)(0) (∆1h2,2+5z)(0)
0 0 2750 1875 0 1250 1125 1875
1 2650 625 1875 2750 1250 2750 1875
2 1125 1625 1875 1125 1250 0 1875
3 2300 2625 1875 1375 1250 2250 1875
4 1800 500 1875 375 1250 125 1875

Table 3: The values of (∆kh1,z)(0) mod 55 for 0 ≤ z ≤ 4 where h1,z(x) = F4(px+ z)
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For ℓ = 0, 1, 2, 5, 6, 7 we have v5(∆
0Fℓ)(0) < v5(∆

1Fℓ)(0), v5(∆
2Fℓ)(0) so j(Fℓ) = 0,

therefore Fℓ has no zeros in D(0, 0) for these values of ℓ. For ℓ = 3, 4 we see that j(F3) = 1
and j(F4) = 2 so F3, F4 have 1 and 2 zeros in D(0, 0) respectively.

Next, we find the zeros of F3. Since j(F3) = 1, only (∆0hz,r)(0), (∆
1hz,r)(0) need to

be computed to determine where the zero of F3 lies, so for presentation (∆2hz,r)(0) has
been suppressed from the tables. Table 2 shows the only z for which vp((∆

0h1,z)(0)) ≥
vp((∆

1h1,z)(0)) is z = 2 so the zero of F3 lies in D(1, 2). Similarly, vp((∆
0h2,7)(0)) ≥

vp((∆
1h2,7)(0)) so the zero of F3 lies in D(2, 7). Since N = 200 and Mp2 + ℓ = 203 ≥ 200,

there is only one possible candidate integer zero of u corresponding to this; we need only
check u8·7+3 = u59.

We repeat the same process with F4. Analysing the values of (∆khz,r)(0) given in Table
3 shows D(1, 0) ⊃ D(2, 0) and D(1, 2) ⊃ D(2, 12) contain one zero of F4 each. Again, since
Mp2 + ℓ = 204 ≥ 200, we need only check u8·0+4 = u4 and u8·12+4 = u100.

At this point, to decide the Skolem Problem we use an algorithm for EqSLP to decide
whether u4u59u100 = 0. To solve the function problem of determining all zeros, call an EqSLP
oracle to check whether each u4, u59, u100 = 0. It turns out in this case that the only zero is
u4 = 0.

4 Conclusion

We have exhibited an algorithm that shows that for every d ∈ N the Bounded Skolem
Problem lies in coRP for LRS of order at most d. As a corollary we showed that the Skolem
Problem for LRS of order 4 lies also lies in coRP. The most natural route to prove decidability
of Skolem’s Problem is to exhibit an effective upper bound for the largest integer zero of a
non-degenerate LRS (as is done in the order-4 case). It is plausible that such a bound has
magnitude at most exponential in the description of the LRS—there is no known family of
LRS for which the largest zero is super-exponential. The existence of such an exponential
bound would yield a polynomial-time reduction of Skolem’s Problem to the Bounded Skolem
Problem.
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