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For which unary predicates 𝑃1,… , 𝑃𝑚 is the MSO theory of the structure ⟨ℕ;<,𝑃1,… , 𝑃𝑚⟩
decidable? We survey the state of the art, leading us to investigate combinatorial properties of 
almost-periodic, morphic, and toric words. In doing so, we show that if each 𝑃𝑖 can be generated 
by a toric dynamical system of a certain kind, then the attendant MSO theory is decidable. We 
give various applications of toric words, including the recent result of [1] that the MSO theory of 
⟨ℕ;<,{2𝑛 ∶ 𝑛 ∈ℕ},{3𝑛 ∶ 𝑛 ∈ℕ}⟩ is decidable.

1. Introduction

In 1962, Büchi proved in his seminal work [2] that the monadic second-order (MSO) theory of the structure ⟨ℕ;<⟩ is decidable. 
Shortly afterwards, in 1966, Elgot and Rabin [3] showed how to decide the MSO theory of ⟨ℕ;<,𝑃 ⟩ for various interesting unary 
predicates 𝑃 . On the other hand, it was known already in the 1960s that extending ⟨ℕ;<⟩ with the addition or even the doubling 
function yields a structure with an undecidable MSO theory [4,5]. In this paper, we focus on the following question: which unary 
predicates 𝑃1,… , 𝑃𝑚 can one add to ⟨ℕ;<⟩ whilst maintaining decidability of the MSO theory? We give an overview of the state of 
the art and provide some new answers. In particular, we identify a class of predicates generated by rotations on a torus, any number 
of which can be adjoined to ⟨ℕ;<⟩ and still preserve decidability of the attendant monadic theory.

By a predicate 𝑃 we mean a function with type ℕ → Σ, where Σ is a finite alphabet. When Σ = {0,1}, we identify 𝑃 with 
{𝑛 ∈ℕ∶ 𝑃 (𝑛) = 1} ⊆ℕ. The characteristic word of 𝑃 is the string 𝛼 ∈ Σ𝜔 whose 𝑛th letter is 𝑃 (𝑛). Let us take the primes predicate as 
an example, dfined by 𝑃 (𝑛) = 1 if 𝑛 is prime and 𝑃 (𝑛) = 0 otherwise. Recall that in a monadic second-order language we have access 
to the membership relation ∈ and quantification over elements (written 𝑄𝑥 for a quantfier 𝑄) as well as subsets of the universe 
(written 𝑄𝑋), which is ℕ in our case. Consider the sentence 𝜓 given by

𝜑(𝑋) ∶= 1 ∈𝑋 ∧ 0,2 ∉𝑋 ∧ ∀𝑥. 𝑥 ∈𝑋 ⟺ 𝑠(𝑠(𝑠(𝑥))) ∈𝑋

𝜓 ∶= ∃𝑋 ∶ 𝜑(𝑋) ∧ ∀𝑦.∃𝑧 > 𝑦∶ 𝑧 ∈𝑋 ∧ 𝑃 (𝑧)

where 𝑠(⋅) is the successor function dfined by 𝑠(𝑥) = 𝑦 if and only if
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𝑥 < 𝑦 ∧ ∀𝑧.𝑥 < 𝑧⇒ 𝑦 ≤ 𝑧.

The formula 𝜑 dfines the subset {𝑛∶ 𝑛 ≡ 1 (mod 3)} of ℕ, and 𝜓 is the sentence ``there are ifinitely many primes congruent to 
1 modulo 3'', which is true. Another example of a number-theoretic statement expressible in our setting would be the twin prime 
conjecture, which is given by the first-order sentence

∀𝑥.∃𝑦 > 𝑥∶ 𝑃 (𝑦) ∧ 𝑃 (𝑠(𝑠(𝑦))).

Unsurprisingly, the decidability of the MSO theory of the structure ⟨ℕ;<,𝑃 ⟩, where 𝑃 is the primes predicate, remains open. Con

ditional decidability is known subject to Schinzel’s hypothesis H, a number-theoretic conjecture which implies, in particular, the 
existence of ifinitely many twin primes [6].

The MSO theory of ℕ equipped with the order relation is intimately connected to the theory of finite automata. The acceptance 
problem for a word 𝛼 ∈ Σ𝜔, denoted 𝖠𝖼𝖼𝛼 , is to decide, given a deterministic (e.g., Muller) automaton  over Σ, whether  accepts 
𝛼. In order for this algorithmic problem to be well dfined, we assume that the word 𝛼 is computable; in other words, there is a 
Turing machine which, upon receiving 𝑛 as input, prints the 𝑛th letter of 𝛼. The previously mentioned result of Büchi establishes that 
the MSO theory of ⟨ℕ;<,𝑃1,… , 𝑃𝑚⟩ is decidable if and only if 𝖠𝖼𝖼𝛼 is decidable for the word 𝛼 = 𝛼1 ×⋯ × 𝛼𝑚, where each 𝛼𝑖 is the 
characteristic word of 𝑃𝑖.

1 Hence our central question can be reformulated as follows: for which classes of words 𝛼1 ,… , 𝛼𝑚 is 𝖠𝖼𝖼𝛼
decidable?

In this work we consider the classes of almost-periodic, morphic, and toric words. Almost-periodic words were introduced by 
Semënov in [7]. He showed that for an effectively almost-periodic word 𝛼, the MSO theory of the structure ⟨ℕ;<,𝑃𝛼⟩ is decidable, 
where 𝑃𝛼 is the predicate whose characteristic word is 𝛼. We discuss almost-periodic words in Section 3. We then move on to 
morphic words (Section 4), focussing on the result of Carton and Thomas [8] that for a morphic word 𝛼, the MSO theory of ⟨ℕ;<,𝑃𝛼⟩
is decidable. These two works provide answers to our main question for a single predicate, i.e., in the case of 𝑚 = 1.

In Section 5, we introduce the class of toric words, which are codings of a rotation with respect to target sets consisting of 
finitely many connected components. In Theorem 5.12, we give a large class  of toric words such that the MSO theory of the 
structure ⟨ℕ;<,𝑃1,… , 𝑃𝑚⟩ is decidable for any number 𝑚 of predicates with characteristic words belonging to . We also study 
almost periodicity and closure properties of toric words (Section 5.3), and give an account of the overlap between toric words and 
various other well-known families of words. Below is a summary of how we apply the theory of toric words.

(a) Sturmian words are toric. In Section 6.1 we use the theory of toric words to show that for Sturmian words 𝛼1,… , 𝛼𝑚 that satisfy 
a certain effectiveness assumption, the MSO theory of ⟨ℕ;<,𝑃𝛼1

,… , 𝑃𝛼𝑚
⟩ is decidable. This answers a question posed in [8].

(b) One of the central problems in symbolic dynamics is to understand the morphic words for which the associated shift space has 
a representation as a geometric dynamical system [9]. A slightly different (but similar in spirit) question is: which morphic words 
are toric? The Pisot conjecture identfies a class of morphic words for which a representation as a simple geometrical dynamical 
system is believed to exist. We discuss the conjecture and how it relates morphic and toric words in Section 6.2.

(c) Recently, we used the machinery of toric words to show that for a large class of predicates given by linear recurrence sequences 
with a single, non-repeated real dominant root, the attendant MSO theory is decidable [1]. Let integers 𝑘1,… , 𝑘𝑚 > 1, and 
𝑃𝑖 = {𝑘𝑛

𝑖
∶ 𝑛 ∈ ℕ} for 1 ≤ 𝑖 ≤ 𝑚. We showed that the MSO theory of ⟨ℕ;<,𝑃1, 𝑃2⟩ is (unconditionally) decidable, and the MSO 

theory of ⟨ℕ;<,𝑃1,… , 𝑃𝑚⟩ is decidable assuming Schanuel’s conjecture in transcendental number theory. We discuss this result 
in Section 6.3.

(d) Toric words arise naturally in the study of linear recurrence sequences. In fact, specialised classes of toric words have already 
been used in the literature [10--12] to study sign patterns of linear recurrence sequences, discussed in Section 6.4. We construct 
sign patterns of linear recurrence sequences (LRS) that prove that the product of an almost-periodic word with a toric word that 
is almost-periodic need not be almost-periodic.

(e) Finally, in Section 6.5 we give an overview of how modelling sign patterns of LRS using toric words yield decision procedures 
for the model-checking problem for linear dynamical systems.

2. Mathematical background

By an alphabet Σ we mean a non-empty finite set. For a word 𝛼 ∈ Σ+ ∪ Σ𝜔 and 𝑛 ∈ ℕ we let 𝛼(𝑛) denote the 𝑛th letter of 𝛼. For 
𝛼 ∈ Σ𝜔 we let 𝑃𝛼 denote the predicate dfined by 𝑃𝛼(𝑛) = 𝛼(𝑛) for all 𝑛. We write 𝛼[𝑛,𝑚) for the finite word 𝑢 = 𝛼(𝑛)⋯𝛼(𝑚−1). Such 
a 𝑢 is called a factor of 𝛼. We write 𝛼[𝑛,∞) for the ifinite word 𝛼(𝑛)𝛼(𝑛+ 1)⋯.

Let 𝛼𝑖 ∈ Σ𝜔
𝑖

for 0 ≤ 𝑖 < 𝐿. The product 𝛼0 ×⋯ × 𝛼𝐿−1 of 𝛼0,… , 𝛼𝐿−1 is the word 𝛼 over the product alphabet Σ0 ×⋯ × Σ𝐿−1
dfined by 𝛼(𝑛) = (𝛼0(𝑛),… , 𝛼𝐿−1(𝑛)). The merge (alternatively, the shuffling or the interleaving) of 𝛼0,… , 𝛼𝐿−1 is the word 𝛼 dfined 
by 𝛼(𝑛𝐿+ 𝑟) = 𝛼𝑟(𝑛) for all 𝑛 ∈ℕ and 0 ≤ 𝑟 < 𝐿. Let Σ1,Σ2 be two alphabets. A morphism 𝜏 ∶ Σ∗

1 → Σ∗
2 is a map satisfying 𝜏(𝑎1⋯𝑎𝑙) = 

𝜏(𝑎1)⋯ 𝜏(𝑎𝑙) for all 𝑎1,… , 𝑎𝑙 ∈ Σ1.

We write Log for the principal branch of the complex logarithm. That is, Im(Log(𝑧)) ∈ (−𝜋,𝜋] for all non-zero 𝑧 ∈ ℂ. For 𝑧 = 
(𝑧1,… , 𝑧𝑑 ) ∈ℂ𝑑 and 𝑝 ≥ 1, we let ‖𝑧‖𝑝 denote the 𝓁𝑝 norm 𝑝

√|𝑧1|𝑝 +⋯+ |𝑧𝑑 |𝑝.

1 The original formulation by Büchi was given in terms of nondeterministic Büchi automata. The formulations involving deterministic automata with a Muller, 
Rabin, or parity acceptance condition are equivalent.
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By a 𝕂-semialgebraic subset of ℝ𝑑 , where 𝕂 ⊆ℝ, we mean a set that can be dfined by polynomial inequalities with coefficients 
belonging to 𝕂; recall that 𝑝(𝐱) = 0⟺ 𝑝(𝐱) ≥ 0 ∧ 𝑝(𝐱) ≤ 0. A set 𝑋 ⊆ℂ𝑑 is 𝕂-semialgebraic if

{(𝑥1, 𝑦1,… , 𝑥𝑑 , 𝑦𝑑 )∶ (𝑥1 + 𝑦1𝒊,… , 𝑥𝑑 + 𝑦𝑑𝒊) ∈𝑋}

is a 𝕂-semialgebraic subset of ℝ2𝑑 , where 𝒊 denotes the imaginary unit 
√
−1.

A sequence (𝑢𝑛)𝑛∈ℕ over a ring 𝑅 is a linear recurrence sequence (LRS) over 𝑅 if there exist 𝑑 > 0 and (𝑎0,… , 𝑎𝑑−1) ∈𝑅𝑑 such that 
the linear recurrence

𝑢𝑛+𝑑 = 𝑎0𝑢𝑛 +⋯+ 𝑎𝑑−1𝑢𝑛+𝑑−1

holds for all 𝑛 ∈ ℕ. Here, 𝑑 is the order of the linear recurrence, and the order of an LRS (𝑢𝑛)𝑛∈ℕ is the smallest number 𝑑 such that 
(𝑢𝑛)𝑛∈ℕ satifies a linear recurrence of order 𝑑. An LRS (𝑢𝑛)𝑛∈ℕ over 𝑅 of order 𝑑 can be written in the form 𝑢𝑛 = 𝑐⊤𝑀𝑛𝑠 for some 
𝑐, 𝑠 ∈ 𝑅𝑑 and 𝑀 ∈ 𝑅𝑑×𝑑 . If 𝑅 is an integral domain, then for every 𝑝 ∈ 𝑅[𝑥1,… , 𝑥𝑑 ], 𝑢𝑛 = 𝑝(𝑀𝑛𝑠) dfines an LRS over 𝑅. This is a 
consequence of Fatou’s lemma [13, Chapter 7.2].

The most famous problem about LRS is the Skolem problem (over ℚ): given an LRS (𝑢𝑛)𝑛∈ℕ over ℚ, decide whether there exists 
𝑛 such that 𝑢𝑛 = 0. The Skolem problem has been open for some ninety years, counting from the seminal work [14] of Skolem, and 
is currently known to be decidable for LRS (over ℚ) of order 4 or less [15,16]. A related result is the celebrated Skolem-Mahler

Lech theorem [14,17,18], which asserts that the set of zeros of an LRS over a field of characteristic zero is a union of a finite set 𝐹
and finitely many arithmetic progressions 𝑎1 + 𝑏1ℕ,… , 𝑎𝑘 + 𝑏𝑘ℕ, where 0 ≤ 𝑎𝑖 for all 𝑖. The values of 𝑘, 𝑎𝑖, 𝑏𝑖 can all be effectively 
computed, whereas determining whether 𝐹 is empty is exactly the Skolem problem. Berstel and Mignotte showed in [19] that for 
an LRS (𝑢𝑛)𝑛∈ℕ there exists an effectively computable 𝐿 ≥ 1 such that for all 0 ≤ 𝑟 < 𝐿, the subsequence (𝑢𝑛𝐿+𝑟)𝑛∈ℕ has finitely 
many zeros or finitely many non-zero terms. Consequently, if we assume existence of an oracle for the Skolem problem, then we can 
effectively compute all elements of 𝐹 in the Skolem-Mahler-Lech theorem: take 𝐿 subsequences and repeatedly apply the Skolem 
oracle to each non-zero subsequence until all zeros have been found.

Other well-known open decision problems on LRS include the Positivity problem (given (𝑢𝑛)𝑛∈ℕ, decide if 𝑢𝑛 ≥ 0 for all 𝑛) and 
the Ultimate Positivity problem (given (𝑢𝑛)𝑛∈ℕ, decide if 𝑢𝑛 ≥ 0 for all sufficiently large 𝑛). These decision problems were already 
encountered in the 1970s by Salomaa and others when studying growth and related problems in formal languages [20,21]. The 
Skolem problem for LRS over ℚ can be reduced to the Positivity problem for LRS over ℚ, but the latter is also, independently from 
the Skolem problem, hard with respect to certain open problems in Diophantine approximation [22].

3. Almost-periodic words

A word 𝛼 ∈ Σ𝜔 is almost-periodic if for every finite word 𝑢 ∈ Σ∗, there exists 𝑅(𝑢) ∈ℕ with the following property.

(a) Either 𝑢 does not occur in 𝛼[𝑅(𝑢),∞), or

(b) it occurs in every factor of 𝛼 of length 𝑅(𝑢).

The word 𝛼 is effectively almost-periodic if (i) 𝛼(𝑛) can be effectively computed for every 𝑛, and (ii) given 𝑢, we can effectively compute 
a value 𝑅(𝑢) with the properties above. We represent an effectively almost-periodic word with two programs that compute 𝛼(𝑛) on 
𝑛 and 𝑅(𝑢) on 𝑢, respectively. The word 𝛼 is strongly almost-periodic if it is almost-periodic and every finite word 𝑢 either does not 
occur in 𝛼, or occurs ifinitely often. Strongly almost-periodic words are also known as uniformly recurrent words in the literature; 
see [23,24]. For such words, 𝑅(𝑢) is an upper bound on the return time of 𝑢. We will see that certain morphic words, sign patterns of 
linear recurrence sequences, as well as large classes of toric words are almost-periodic. The characteristic word 𝛼𝑛! = 01100010000⋯
of the set {𝑛! ∣ 𝑛 ∈ℕ} of all factorial numbers, on the other hand, is an example of a word that is not almost-periodic.

Remarkably, for an effectively almost-periodic word 𝛼 the acceptance problem 𝖠𝖼𝖼𝛼 and hence the MSO theory of the structure 
⟨ℕ;<,𝑃𝛼⟩ are decidable. We refer to this result as Semënov’s theorem.2

Theorem 3.1. Given a deterministic automaton  and an effectively almost-periodic word 𝛼, it is decidable whether  accepts 𝛼.

See [26] for an elegant proof, showing that the sequence of states (𝛼) obtained when a deterministic automaton  reads an 
effectively almost-periodic word 𝛼 is also effectively almost-periodic. It remains to determine which states occur ifinitely often in 
(𝛼). This can be done by computing 𝑅(𝑞) for every state 𝑞 and then checking whether 𝑞 occurs in (𝛼)[𝑅(𝑞),2𝑅(𝑞)).

We next give a few closure properties of almost-periodic words, which are proven in [26].

Theorem 3.2. Let 𝛼 ∈ Σ𝜔
1 be (effectively) almost-periodic, 𝛽 be ultimately periodic, and 𝛾 an ifinite word output by a finite-state deterministic 

transduces on input 𝛼. Then the words 𝜏(𝛼), 𝛼 × 𝛽, and 𝛾 are (effectively) almost-periodic.

2 See [25] for a characterisation of predicates 𝑃 for which the MSO theory of ⟨𝑁 ;<,𝑃 ⟩ is decidable, also due to Semënov.
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Fig. 1. Target sets for the Fibonacci and Tribonacci words. In (b), the pink, green, and blue sets correspond to 𝑆1, 𝑆2, 𝑆3 , respectively. (For interpretation of the colours 
in the figure(s), the reader is referred to the web version of this article.)

On the other hand, by the result [7] of Semënov, the product of two effectively almost-periodic words need not be effectively 
almost-periodic. This tells us that we cannot immediately use Semënov’s theorem to show decidability of the MSO theory of the 
structure ⟨ℕ;<,𝑃𝛼,𝑃𝛽⟩ for effectively almost-periodic words 𝛼, 𝛽. In Section 6.4, we give explicit words 𝛼, 𝛽 that are sign patterns of 
linear recurrences sequences and effectively almost-periodic (in fact, one of these words is toric), whereas the product 𝛼 × 𝛽 is not 
almost-periodic. The proof obtained in [7], in comparison, is indirect: it constructs two effectively almost-periodic words 𝛼, 𝛽 that 
encode information about Turing machines such that the MSO theory of ⟨ℕ;<,𝑃𝛼×𝛽 ⟩ is undecidable. It follows that the word 𝛼 × 𝛽

cannot be effectively almost-periodic.

4. Morphic words

By substitution we mean a non-erasing morphism 𝜏 ∶ Σ∗ → Σ∗. That is, 𝜏(𝑎) ∈ Σ+ for all 𝑎 ∈ Σ. Let 𝜏 be a substitution and 𝑎 ∈ Σ
be a letter such that 𝜏(𝑎) = 𝑎𝑤 for some 𝑤 ∈ Σ∗. Iterating 𝜏 on 𝑎, we obtain a sequence (𝑥𝑛)𝑛∈ℕ of words given by 𝑥0 = 𝑎 and 
𝑥𝑛+1 = 𝑎𝑤𝜏(𝑤)𝜏2(𝑤)⋯ 𝜏𝑛+1(𝑤). For every 𝑘, 𝑛 ∈ ℕ, 𝑥𝑛 is a prfix of 𝑥𝑛+𝑘. If |𝜏𝑛(𝑎)|→∞ as 𝑛→∞, then (𝑥𝑛)𝑛∈ℕ converges to an 
ifinite word 𝛼 ∈ Σ𝜔 that is a fixed point of 𝜏 . Such 𝛼 is called a substitutive (alternatively, a pure morphic) word; see [24] for an 
account of the dynamics of these words. Substitutive words are similar to and subsumed by words generated by D0L systems; the 
latter are obtained by iteratively applying a morphism to a word 𝑤 ∈ Σ∗, as opposed to a single letter [27]. We next give a few 
well-known examples of substitutive words.

(a) The Thue-Morse sequence 0110100110⋯ is generated by the substitution 0→ 01 and 1→ 10, starting with the letter 0.

(b) The Fibonacci word 𝛼𝐹 = 01001010010⋯, generated by the substitution 0→ 01 and 1→ 0. This famous sequence has many 
equivalent definitions, one of them as the coding of a rotation (Fig. 1 (a)). Let 𝕋 = {𝑧 ∈ℂ∶ |𝑧| = 1}. Let 𝜑 = 1+

√
5

2 ≈ 1.618 and 
Φ = 𝜑 − 1 denote the golden ratio and its multiplicative inverse, respectively, and write 𝛾 = 𝑒𝒊2𝜋∕𝜑. The long-run ratio of zeros 
to ones in 𝛼𝐹 is equal to 1∕Φ, and 𝛼𝐹 is the coding of (𝛾𝑛)𝑛∈ℕ with respect to {𝑆0, 𝑆1}, where 𝑆0, 𝑆1 are open interval subsets of 
𝕋 with lengths 2𝜋Φ and 2𝜋Φ2, respectively. That is, for all 𝑛 ∈ ℕ and 𝑎 ∈ {0,1}, 𝛼(𝑛) = 𝑎⟺ 𝛾𝑛 ∈ 𝑆𝑎. We will see in Section 6

that 𝛼𝐹 is also a Sturmian word and a Pisot word.

(c) The Tribonacci word 𝛼𝑇 = 121312112131⋯, generated by the substitution 1→ 12, 2→ 13, 3→ 1. Let 𝛽 ≈ 1.839 be the real root 
of 𝑥3 − 𝑥2 − 𝑥− 1 and Γ = (𝑒𝒊2𝜋∕𝛽 , 𝑒𝒊2𝜋∕𝛽2 ) ∈ 𝕋 2. The word 𝛼𝑇 has a representation as the coding of (Γ𝑛)𝑛∈ℕ with respect to three 
open subsets 𝑆1, 𝑆2, 𝑆3 of 𝕋 2 with fractal boundaries [28]. For 𝑧 ∈ 𝕋 , let 𝑓 (𝑧) = Log(𝑧)

𝒊2𝜋 + 1
2 . If we identify the multiplicative 

group 𝕋 2 with the additive group ℝ2∕ℤ2 = [0,1)2 via (𝑧1, 𝑧2)→ (𝑓 (𝑧1), 𝑓 (𝑧2)), the images of 𝑆1, 𝑆2, 𝑆3 form the Rauzy fractal. 
See Fig. 1 (b).

(d) (Carton and Thomas [8].) Consider the substitution 𝜏 given by 𝑎→ 𝑎𝑏, 𝑏→ 𝑐𝑐𝑏, 𝑐 → 𝑐, and let 𝑥𝑛 = 𝜏𝑛(𝑎). We have that 𝑥1 = 𝑎𝑏, 
𝑥2 = 𝑎𝑏𝑐𝑐𝑏, 𝑥3 = 𝑎𝑏𝑐𝑐𝑏𝑐𝑐𝑐𝑐𝑏, and so on, with the fixed point 𝛼 = 𝑎𝑏𝑐2𝑏𝑐4𝑏𝑐6𝑏𝑐8⋯ that is not almost-periodic.

(e) (Salomaa, [29].) Consider the morphism 𝑎 → 𝑎𝑎𝑏, 𝑏 → 𝑎. The fixed point 𝛼 = 𝑎𝑎𝑏𝑎𝑎𝑏𝑎𝑎𝑎𝑏𝑎𝑎𝑏𝑎𝑎𝑎𝑏⋯ is also a Sturmian (see 
Section 6.1) and hence a toric word [30].

Let 𝜏 be a substitution, and order the letters of the alphabet Σ as 𝑎1,… , 𝑎𝑘. The matrix 𝑀𝜏 , where (𝑀𝜏 )𝑖,𝑗 is the number of 
occurrences of 𝑎𝑗 in 𝜏(𝑎𝑖), is called the incidence matrix of 𝜏 . Observe that 𝑀𝑛

𝜏
counts the number of occurrences of each letter in 

𝜏𝑛(𝑎𝑖) for 1 ≤ 𝑖 ≤ 𝑘. A substitution is called primitive if there exists 𝑛 such that all entries of 𝑀𝑛
𝜏

are strictly positive.

The factorial word 𝛼𝑛! ∈ {0,1}𝜔, i.e., the characteristic word of the set {𝑛! ∣ 𝑛 ∈ℕ}, is not substitutive. This can be shown by 
observing that every fixed point of a substitution 𝜏 can be factorised as 𝑎𝜏0(𝑤)𝜏1(𝑤)𝜏2(𝑤)⋯ where (|𝜏𝑛(𝑤)|)𝑛∈ℕ grows at most 
exponentially. The blocks of zeros of 𝛼𝑛!, however, grow super-exponentially. Substitutive words need not be almost-periodic (see 
Example (d) above), but fixed points of primitive substitutions are strongly and effectively almost-periodic [23, Chapter 10.9].

We say that a word 𝛽 ∈ Σ𝜔
2 is morphic if there exist a substitutive word 𝛼 ∈ Σ𝜔

1 and a renaming of letters 𝜇∶ Σ1 → Σ2 such that 
𝛽 = 𝜇(𝛼). As an example, if we apply the morphism 𝜇 given by 𝑎→ 1, 𝑏→ 1, 𝑐 → 0 to the word 𝛼 = 𝑎𝑏𝑐2𝑏𝑐4𝑏𝑐6⋯ above, the word 
𝛽 = 𝜇(𝛼) we obtain is the characteristic word of the squares predicate: 𝛽(𝑛) = 1⟺ 𝑛 = 𝑘2 for some 𝑘 ∈ℕ. Carton and Thomas [8] 
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showed that, in fact, for every integer 𝑚 ≥ 1 and polynomial 𝑝 ∈ℤ[𝑥] satisfying 𝑝(𝑛) ≥ 0 for 𝑛 ∈ ℕ, the characteristic word of the set 
{𝑝(𝑛)𝑚𝑛 ∶ 𝑛 ∈ℕ} is morphic. Morphic words moreover subsume the class of automatic words [23, Chapter 6.3].

4.1. MSO decidability for morphic words

In this section we discuss the semigroup approach used in [8] to show that, for a predicate 𝑃 whose characteristic word is 
morphic, the MSO theory of ⟨ℕ;<,𝑃 ⟩ is decidable. Let  be a deterministic automaton over an alphabet Σ with the set of states 𝑄. 
We can associate a semigroup with  as follows. Two words 𝑢1, 𝑢2 ∈ Σ∗ are equivalent with respect to , written 𝑢1 ≡ 𝑢2, if for 
every state 𝑞, there exist 𝑅 ⊆ 𝑄 and 𝑡 ∈𝑄 with the following property. For 𝑖 ∈ {1,2}, when 𝑢𝑖 is read in the state 𝑞, the run visits 
exactly the states in 𝑅 and ends in the state 𝑡. Observe that Σ∗∕ ≡ consists of finitely many equivalence classes. Let [𝑢] denote the 
equivalence class of 𝑢 ∈ Σ∗, noting that 𝑢 ≡ 𝑣 implies 𝑢𝑤 ≡ 𝑣𝑤 and 𝑤𝑢 ≡ 𝑤𝑣 for all finite words 𝑢, 𝑣,𝑤. We dfine the semigroup 
𝐺 = {[𝑢] ∶ 𝑢 ∈ Σ∗} with [𝑢] ⋅ [𝑣] ∶= [𝑢𝑣]. The semigroup 𝐺 associated with  has been known since the work of Büchi [2].

Carton and Thomas [8] dfine the class of profinitely ultimately periodic words for which the acceptance problem is decidable. A 
word 𝛼 is profinitely ultimately periodic if it has a factorisation 𝛼 = 𝑢0𝑢1𝑢2⋯ into finite words (𝑢𝑛)𝑛∈ℕ such that for every morphism 
𝜎 ∶ Σ∗ → 𝐺 into a finite semigroup 𝐺, the sequence (𝜎(𝑢𝑛))𝑛∈ℕ is ultimately periodic. This property is effective if given 𝜎, we can 
compute 𝑎, 𝑏 ∈𝐺∗ such that 𝜎(𝛼) = 𝜎(𝑢0)𝜎(𝑢1)⋯ = 𝑎𝑏𝜔.

Theorem 4.1. If 𝛼 ∈ Σ∗ is effectively profinitely ultimately periodic, then the MSO theory of ⟨ℕ;<,𝑃𝛼⟩ is decidable.

Proof. Recall that decidability of the MSO theory is equivalent to decidability of the acceptance problem for 𝛼: given a deterministic 
automaton , decide if  accepts 𝛼. Take 𝜎 to be the morphism that maps each 𝑢 ∈ Σ∗ to [𝑢]. By the assumption on 𝛼, we can 
effectively compute 𝑎, 𝑏 ∈ (𝐺)∗ such that 𝜎(𝛼) = 𝑎𝑏𝜔. It remains to extract from 𝑎 and 𝑏 the set 𝑆 of states that are visited ifinitely 
often when  reads 𝛼, and check 𝑆 against the acceptance condition of . □

All morphic words are effectively profinitely ultimately periodic [8]. (In fact, by a closer inspection of the Ramsey theory argument 
used in [31] it can be shown that all words are profinitely ultimately periodic.) Hence the MSO theory of ⟨ℕ;<,𝑃𝛼⟩ for a morphic 
word 𝛼 is decidable. Effectively profinitely ultimately periodic words also subsume all words 𝛼 for which Elgot and Rabin [3] showed 
decidability of the MSO theory of ⟨ℕ;<,𝑃𝛼⟩ using their contraction method. The factorial word 𝛼𝑛!, for example, is an effectively 
profinitely ultimately periodic word that is amenable to the approach of Elgot and Rabin. The factorisation of 𝛼𝑛! that yields profinite 
ultimate periodicity is 𝑢0 = 0 and for 𝑛 ≥ 1, 𝑢2𝑛−1 = 1 and 𝑢2𝑛 = 0𝑛!−(𝑛−1)!. Rabinovich ([31], see also [32]) showed that, in fact, 
the MSO theory of ⟨ℕ;<,𝑃1,… , 𝑃𝑚⟩ is decidable if and only if 𝛼 = 𝛼1 ×⋯ × 𝛼𝑚, where each 𝛼𝑖 is the characteristic word of 𝑃𝑖, is 
effectively profinitely ultimately periodic. However, if we do not have any a priori information on the decidability of the MSO theory, 
this characterisation does not give us any means to determine whether the word 𝛼 is effectively profinitely ultimately periodic or not.

Effectively profinitely ultimately periodic words are not known to be closed under products, which makes the approach of [8] 
inapplicable to the case of multiple predicates. Let 𝖲𝗊𝗎𝖺𝗋𝖾𝗌 = {𝑛2 ∶ 𝑛 ∈ ℕ} and 𝖢𝗎𝖻𝖾𝗌 = {𝑛3 ∶ 𝑛 ∈ ℕ}. As discussed above, the char

acteristic words of both predicates are morphic and hence the MSO theories of the structures ⟨ℕ;<,𝖲𝗊𝗎𝖺𝗋𝖾𝗌⟩ and ⟨ℕ;<,𝖢𝗎𝖻𝖾𝗌⟩ are 
decidable. However, decidability of the MSO theory of ⟨ℕ;<,𝖲𝗊𝗎𝖺𝗋𝖾𝗌,𝖢𝗎𝖻𝖾𝗌⟩ is currently unknown. Decidability of the latter theory 
is connected to finding the solutions of the famous Mordell equation 𝑛2 = 𝑚3 + 𝐾 for which Baker showed that when 𝐾 ≠ 0, the 
solutions satisfy 𝑛,𝑚 < exp((1010|𝐾|)104 ) [33]. However, it is unclear whether Baker’s result is sufficient to prove decidability of the 
full MSO theory.

Open Problem. Is the MSO theory of ⟨ℕ;<,𝖲𝗊𝗎𝖺𝗋𝖾𝗌,𝖢𝗎𝖻𝖾𝗌⟩ decidable?

5. Toric words

Recall that 𝕋 is the set {𝑧 ∈ ℂ∶ |𝑧| = 1}, viewed as an abelian group under multiplication. A word 𝛼 ∈ Σ𝜔 is toric if there exist 
𝑑 > 0, a collection  = {𝑆𝑎 ∶ 𝑎 ∈ Σ} of pairwise disjoint subsets of 𝕋 𝑑 , and Γ ∈ 𝕋 𝑑 with the following properties. Each 𝑆𝑎 has finitely 
many connected components (in the Euclidean topology), and for all 𝑛 ∈ℕ and 𝑎 ∈ Σ,

𝛼(𝑛) = 𝑎⟺ Γ𝑛 ∈ 𝑆𝑎.

In particular, Γ𝑛 ∈
⋃

𝑎∈Σ 𝑆𝑎 for all 𝑛. We say that 𝛼 is generated by (Γ,). In the symbolic dynamics literature, 𝛼 is referred to as the 
coding of the orbit (Γ𝑛)𝑛∈ℕ with respect to the collection of sets  . We let  denote the class of all toric words.

The purpose of the topological restriction that each 𝑆𝑎 must have finitely many connected components is to avoid the situation 
where every word is toric with 𝑑 = 1. Below we dfine further special subclasses of toric words that will help us better classify 
Sturmian words, certain morphic words, sign patterns of linear recurrence sequences, and so on.

(a) We let 𝑂 denote the class of toric words that are generated by (Γ,) where each set in  is open in the Euclidean topology 
on 𝕋 𝑑 .

(b) The class SA comprises all toric words generated by (Γ,) where each set in  is an ℝ-semialgebraic subset of 𝕋 𝑑 .
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(c) Finally, we let SA(ℚ) denote the set of all words generated by (Γ,) such that Γ ∈ (𝕋 ∩ℚ)𝑑 , i.e., Γ has algebraic entries, and each 
set in  is ℚ-semialgebraic.

Clearly, SA ⊇ SA(ℚ). A desirable property that the latter class has is that all operations we will need to perform on 𝛼 ∈ SA(ℚ) are 
effective, although SA(ℚ) is not the only subclass of SA with this property.

We have already seen that the Tribonacci word, which is generated by the morphism 1→ 12,2→ 13,3→ 1 and the starting letter 
1, belongs to 𝑂 : it is generated by (Γ,) where Γ ∈ 𝕋 2 and the sets in  constitute the Rauzy fractal. We will later show that Sturmian 
words belong to SA, and the sign patterns of various linear recurrence sequences belong to SA(ℚ).

5.1. Orbits in 𝕋 𝑑

In order to understand toric words, we have to understand the time steps at which the orbit (Γ) ∶= (Γ𝑛)𝑛∈ℕ of Γ ∈ 𝕋 𝑑 visits a given 
subset of 𝕋 𝑑 . In this section we will show that unlike the discrete orbit (Γ), its Euclidean closure 𝕋Γ ∶= Cl((Γ)) is ℚ-semialgebraic 
and effectively computable under some assumptions on Γ. Moreover, (Γ) visits every open subset of 𝕋Γ ifinitely often.

The key to proving these results is the notion of a multiplicative relation. We say that (𝑎1,… , 𝑎𝑑 ) ∈ ℤ𝑑 is a multiplicative relation 
of 𝑧 = (𝑧1,… , 𝑧𝑑 ), 𝑧 ∈ (ℂ×)𝑑 if 𝑧𝑎11 ⋯𝑧

𝑎𝑑
𝑑

= 1. For such 𝑧,

𝐺(𝑧) ∶= {(𝑎1,… , 𝑎𝑑 ) ∈ℤ𝑑 ∣ 𝑧𝑎11 ⋯𝑧
𝑎𝑑
𝑑

= 1}

is called the group of multiplicative relations of 𝑧. For all 𝑧, 𝐺(𝑧) is a free abelian group under addition with a basis containing at most 
𝑑 vectors from ℤ𝑑 . If the entries of 𝑧 are algebraic, then such a basis can be effectively computed: by a theorem of Masser [34], 𝐺(𝑧)
has a basis 𝑣1,… , 𝑣𝑚 of vectors satisfying ‖𝑣𝑖‖2 < 𝐵 for all 𝑖, where 𝐵 is a bound that can be effectively computed from 𝑧. It remains 
to find a maximally linearly independent set of vectors of the form 𝑎 = (𝑎1,… , 𝑎𝑑 ) ∈ ℤ𝑑 with the property that 𝑧𝑎11 ⋯𝑧

𝑎𝑑
𝑑

= 1 and 
‖𝑎‖2 < 𝐵 by enumeration.

To describe 𝕋Γ we will employ Kronecker’s theorem in simultaneous Diophantine approximation. For 𝑥, 𝑦 ∈ ℝ, let [[𝑥]]𝑦 be the 
distance from 𝑥 to a nearest integer multiple of 𝑦. Further write [[𝑥]] for [[𝑥]]1. The following is a classical version of Kronecker’s 
theorem [35].

Theorem 5.1. Let 𝑥 = (𝑥1,… , 𝑥𝑑 ) ∈ℝ𝑑 and 𝑦= (𝑦1,… , 𝑦𝑑 ) ∈ℝ𝑑 be such that for all 𝑏∈ℤ𝑑 ,

𝑏 ⋅ 𝑥 ∈ℤ⇒ 𝑏 ⋅ 𝑦 ∈ℤ.

For every 𝜖 > 0 there exist ifinitely many values 𝑛∈ℕ satisfying

𝑑∑
𝑗=1

[[𝑛𝑥𝑗 − 𝑦𝑗 ]] < 𝜖.

Writing 𝑋 = (𝑒𝒊2𝜋𝑥1 ,… , 𝑒𝒊2𝜋𝑥𝑑 ) and 𝑌 = (𝑒𝒊2𝜋𝑦1 ,… , 𝑒𝒊2𝜋𝑦𝑑 ), the condition that for all 𝑏 ∈ℤ𝑑 , 𝑏 ⋅ 𝑥 ∈ℤ⇒ 𝑏 ⋅ 𝑦 ∈ℤ is equivalent to 
𝐺(𝑋) ⊆ 𝐺(𝑌 ). That is, ``every multiplicative relation of 𝑋 is also a multiplicative relation of 𝑌 ''. We can now prove the main result 
of this section.

Lemma 5.2. Let Γ = (𝛾1,… , 𝛾𝑑 ) ∈ 𝕋 𝑑 .

(a) If 𝑧 ∈ 𝕋 𝑑 is such that 𝐺(Γ)⊆𝐺(𝑧), then for every open 𝑂 ⊂ 𝕋Γ containing 𝑧 there exist ifinitely many values 𝑛∈ℕ such that Γ𝑛 ∈𝑂.

(b) 𝕋Γ is equal to {𝑧 ∈ 𝕋 𝑑 ∶ 𝐺(Γ) ⊆𝐺(𝑧)}, 𝑖𝑠 ℚ-semialgebraic, and is effectively computable given a basis of 𝐺(Γ).

Proof. Consider 𝑧 = (𝑧1,… , 𝑧𝑑 ) ∈ 𝕋 𝑑 with 𝐺(Γ) ⊆ 𝐺(𝑧). Dfine 𝑥𝑗 = Log(𝛾𝑗 )
𝒊2𝜋 and 𝑦𝑗 = Log(𝑧𝑗 )

𝒊2𝜋 for 1 ≤ 𝑗 ≤ 𝑑. We have 𝑥𝑗 , 𝑦𝑗 ∈ 
(−1∕2,1∕2]. For all 𝑛 ∈ ℕ,

‖Γ𝑛 − 𝑧‖1 =
𝑑∑

𝑗=1
|𝛾𝑛

𝑗
− 𝑧𝑗 |

≤

𝑑∑
𝑗=1

|Log(𝛾𝑛
𝑗
∕𝑧𝑗 )|

=
𝑑∑

𝑗=1
[[𝑛Log(𝛾𝑗 )∕𝒊− Log(𝑧𝑗 )∕𝒊]]2𝜋

= 2𝜋
𝑑∑

𝑗=1
[[𝑛𝑥𝑗 − 𝑦𝑗 ]]
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where the last equality follows from the fact that [[𝑥]]2𝜋 = 2𝜋[[𝑥∕(2𝜋)]] for all 𝑥 ∈ ℝ. Applying Kronecker’s theorem, for each 𝜖 > 0
there exist ifinitely many values 𝑛 such that ‖Γ𝑛 − 𝑧‖1 < 𝜖. This proves (a).

To prove (b), let 𝑉 = {𝑣1,… , 𝑣𝑚} be a basis of 𝐺(Γ), where for all 1≤ 𝑘 ≤𝑚, 𝑣𝑘 = (𝑣𝑘,1,… , 𝑣𝑘,𝑑 ). Since for 𝑧 = (𝑧1,… , 𝑧𝑑 ),

𝐺(Γ) ⊆𝐺(𝑧) ⟺
𝑚⋀

𝑘=1
𝑧
𝑣𝑘,1
1 ⋯𝑧

𝑣𝑘,𝑑

𝑑
= 1,

the set {𝑧 ∈ 𝕋 𝑑 ∶ 𝐺(Γ) ⊆ 𝐺(𝑧)} is closed and ℚ-semialgebraic. It moreover contains the orbit (Γ) as 𝐺(Γ) ⊆ 𝐺(Γ𝑛) for all 𝑛 ∈ ℕ. 
Invoking (a), the orbit (Γ) is dense in {𝑧 ∈ 𝕋 𝑑 ∶ 𝐺(Γ) ⊆𝐺(𝑧)}. Hence the latter must be exactly the closure of (Γ). □

5.2. Closure properties of toric words

We now investigate closure properties of toric words under various word operations. First we will show that unlike the class of 
almost-periodic words, all classes of toric words that we have dfined are closed under products.

Theorem 5.3. Let 𝛼0,… , 𝛼𝐿−1 ∈, where  is one of  ,𝑂,SA,SA(ℚ). The product word 𝛼 = 𝛼0 ×⋯ × 𝛼𝐿−1 also belongs to .

Proof. Suppose each 𝛼𝑖 ∈ Σ𝜔
𝑖

and is generated by (Γ𝑖,{𝑆
(𝑖)
𝑎 ∶ 𝑎 ∈ Σ𝑖}), where Γ𝑖 ∈ 𝕋 𝑑𝑖 . Let Σ be the product alphabet Σ0 ×⋯×Σ𝐿−1, 

noting that 𝛼 ∈ Σ𝜔. Further let 𝑑 = 𝑑0 +⋯+𝑑𝐿−1 and Γ =
∏𝐿−1

𝑟=0 Γ𝑖 ∈ 𝕋 𝑑 . For each letter 𝑏 = (𝑎0,… , 𝑎𝐿−1) ∈ Σ, dfine 𝑆𝑏 =
∏𝐿−1

𝑟=0 𝑆
(𝑟)
𝑎𝑟

. 
The word 𝛼 is toric and generated by (Γ,{𝑆𝑏 ∶ 𝑏 ∈ Σ}). It remains to observe that if every 𝑆(𝑖)

𝑎 is open, or 𝕂-semialgebraic for 𝕂=ℚ
or 𝕂 =ℝ, then the same applies to 𝑆𝑏 for every 𝑏 ∈ Σ. □

The classes of toric words we consider are also closed under applications of 𝑘-uniform morphisms, i.e., 𝜏 ∶ Σ1 → Σ2 for which 
|𝜏(𝑎)| = 𝑘 for all 𝑎 ∈ Σ1.

Theorem 5.4. Let 𝛼 ∈, where  is one of  ,𝑂,SA,SA(ℚ). Suppose 𝛼 ∈ Σ𝜔
1 , and let 𝜏 ∶ Σ1 → Σ2 be a 𝑘-uniform morphism. The word 

𝛽 ∶= 𝜏(𝛼) also belongs to .

Proof. Suppose 𝛼 is generated by (Γ,{𝑆𝑎 ∶ 𝑎 ∈ Σ1}). The idea is to ``slow down Γ by a factor of 𝑘'' and ``add a counter modulo 
𝑘''. Let Γ = (𝛾1,… , 𝛾𝑑 ), 𝜆𝑗 = 𝑒𝒊Log(𝛾𝑗 )∕𝑘 for 1 ≤ 𝑗 ≤ 𝑑, and Λ = (𝜆1,… , 𝜆𝑑 ). Observe that 𝛾𝑗 = 𝜆𝑘

𝑗
for all 𝑗. Further let 𝜔 = 𝑒𝒊2𝜋∕𝑘 and 

𝐵𝑗 = {𝑧 ∈ℂ∶ |𝑧−𝜔𝑗 | < 1∕𝑘}. The sets 𝐵0,… ,𝐵𝑘−1 are open, ℚ-semialgebraic and pairwise disjoint. Moreover, 𝜔𝑛 ∈𝐵𝑗 if and only 
if 𝑛 ≡ 𝑗 (mod 𝑘).

For a letter 𝑏 ∈ Σ2, dfine

𝑆𝑏 =
⋃

𝑎∈Σ1 , 0≤𝑗<|𝜏(𝑎)|
𝜏(𝑎)(𝑗)=𝑏

Λ𝑗𝑆𝑎 ×𝐵𝑗.

We will show that for all 𝑛 ∈ℕ and 𝑏 ∈ Σ2, 𝛽(𝑛) = 𝑏 if and only if Λ𝑛
1 ∈ 𝑆𝑏, where Λ1 = (𝜆1,… , 𝜆𝑑 ,𝜔). Fix 𝑛= 𝑞𝑘+ 𝑟 where 0 ≤ 𝑟 < 𝑘. 

By construction,

Λ𝑛
1 ∈ 𝑆𝑏 ⟺ ∃𝑎, 𝑗 ∶ 𝜏(𝑎)(𝑗) = 𝑏, Λ𝑛 ∈ Γ𝑗𝑆𝑎, and 𝜔𝑛 ∈𝐵𝑗.

Recall that 𝜔𝑛 ∈ 𝐵𝑗 is equivalent to 𝑗 = 𝑟. Hence

Λ𝑛 ∈ Γ𝑗𝑆𝑎 ⟺ Γ−𝑗Λ𝑛 ∈ 𝑆𝑎 ⟺ Γ𝑞 ∈ 𝑆𝑎 ⟺ 𝛼(𝑞) = 𝑎.

Above we used the fact that Γ = Λ𝑘. We have thus shown that Λ𝑛
1 ∈ 𝑆𝑏 if and only if 𝛼(𝑞) = 𝑎 for some 𝑎 ∈ Σ1 satisfying 𝜏(𝑎)(𝑟) = 𝑏. 

Since 𝛽(𝑛) = 𝜏(𝛼(𝑞))(𝑟), it follows that Γ𝑛 ∈ 𝑆𝑏 if and only if 𝛽(𝑛) = 𝑏. That is, 𝛽 is the toric word generated by (Λ1,{𝑆𝑏 ∶ 𝑏 ∈ Σ2}). □

Corollary 5.5. The merge 𝛼 of 𝛼0,… , 𝛼𝐿−1 ∈, where  is one of the classes of toric words as above, also belongs to .

Proof. Suppose 𝛼𝑖 ∈ Σ𝑖. Let 𝜏 be the 𝐿-uniform morphism that maps each (𝑎0,… , 𝑎𝐿−1) ∈ Σ0 ×⋯ × Σ𝐿−1 to the concatenation of 
𝑎0,… , 𝑎𝐿−1. Observe that 𝛼 = 𝜏(𝛼0 ×⋯ × 𝛼𝐿−1). □

Finally, we show that our classes of toric words are closed under taking suffixes. This property is shared with the classes of 
almost-periodic words.

Theorem 5.6. All four classes of toric words are closed under taking suffixes.

Proof. If 𝛼 is generated by (Γ,{𝑆𝑎 ∶ 𝑎 ∈ Σ}), then 𝛼[𝑁,∞) is generated by (Γ,{Γ−𝑁𝑆𝑎 ∶ 𝑎 ∈ Σ}). □
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5.3. Almost-periodicity of toric words

We will now show that toric words belonging to the classes 𝑂 and SA are almost-periodic, albeit for somewhat different reasons. 
The proof for the former class is topological, whereas the proof for SA relies on the Skolem-Mahler-Lech theorem for linear recurrence 
sequences. Combined with closure under products, almost periodicity of toric words will allow us to apply Semënov’s theorem to the 
problem of deciding the MSO theory of ⟨ℕ;<,𝑃1,… , 𝑃𝑚⟩, where each 𝑃𝑖 is a predicate associated with a toric word.

Theorem 5.7. Every 𝛼 ∈ 𝑂 is strongly almost-periodic.

Proof. Consider 𝛼 ∈ 𝑂 that is generated by (Γ,{𝑆𝑎 ∶ 𝑎 ∈ Σ}) where Γ = (𝛾1,… , 𝛾𝑑 ) ∈ 𝕋 𝑑 and each 𝑆𝑎 is an open subset of 𝕋 𝑑 . Let 𝕋Γ
denote the closure of (Γ𝑛)𝑛∈ℕ, and consider a finite word 𝑤 =𝑤(0)⋯𝑤(𝑙 − 1) ∈ Σ𝑙 . The latter occurs at position 𝑛 in 𝛼 if and only if

𝑙−1⋀
𝑖=0

Γ𝑛+𝑖 ∈ 𝑆𝑤(𝑖)

which is equivalent to Γ𝑛 ∈ 𝑆𝑤 where

𝑆𝑤 ∶= 𝕋Γ ∩
𝑙−1⋂
𝑖=0

Γ−𝑖𝑆𝑤(𝑖).

Since each 𝑆𝑤(𝑖) ⊆ 𝕋 𝑑 is open, 𝑆𝑤 is an open subset of 𝕋Γ. If 𝑆𝑤 is empty, then 𝑤 does not occur in 𝛼. Suppose therefore 𝑆𝑤 is not 
empty.

For 𝑘 ∈ ℕ, let 𝑋𝑘 = {𝑧 ∈ 𝕋Γ ∶ Γ𝑘𝑧 ∈ 𝑆𝑤}. Each 𝑋𝑘 is an open subset of 𝕋Γ, and since (Γ𝑛)𝑛∈ℕ visits every open subset of 𝕋Γ
ifinitely often, {𝑋𝑘 ∶ 𝑘 ∈ ℕ} is an open cover of 𝕋Γ. By compactness of 𝕋Γ, there exists 𝐾 ∈ ℕ such that 

⋃𝐾

𝑘=0𝑋𝑘 covers 𝕋Γ. That 
is, the orbit of any point in 𝕋Γ under the action of 𝑧→ Γ𝑧 visits 𝑆𝑤 in at most 𝐾 steps. Hence for every 𝑛 ∈ ℕ there exists 0 ≤ 𝑘 ≤𝐾

such that Γ𝑛+𝑘 ∈ 𝑆𝑤. Therefore, the word 𝑤 is guaranteed to occur in 𝛼[𝑛, 𝑛+𝐾 + 𝑙) for every 𝑛. □

Corollary 5.8. Suppose 𝛼 ∈ Σ𝜔 is generated by (Γ,{𝑆𝑎 ∶ 𝑎 ∈ Σ}) where Γ ∈ (𝕋 ∩ℚ)𝑑 and each 𝑆𝑎 is open and ℚ-semialgebraic. Then 𝛼 is 
strongly and effectively almost-periodic.

Proof. As discussed in Section 5.1, we can compute the ℚ-semialgebraic set 𝕋Γ effectively. Hence, given 𝑤, we can effectively 
compute a representation of 𝑋𝑘 (see the proof of Theorem 5.7) as a ℚ-semialgebraic set using tools of semialgebraic geometry. We 
can then determine 𝐾 by checking for increasing values of 𝑚, starting with 𝑚 = 0, whether 

⋃𝑚

𝑘=0𝑋𝑘 covers 𝕋Γ. Hence given 𝑤, we 
can effectively compute 𝐾 + 𝑙 as a bound on between two consecutive occurrences of 𝑤 in 𝛼. □

We now move on to the classes SA and SA(ℚ).

Theorem 5.9. Let 𝛼 ∈, where  is either SA or SA(ℚ).

(a) There exists a suffix 𝛽 ∶= 𝛼[𝑁,∞) of 𝛼 such that 𝛽 ∈ 𝑂 ∩.

(b) The word 𝛼 is almost-periodic.

Proof. Suppose 𝛼 is generated by ((𝛾1,… , 𝛾𝑑 ),{𝑆𝑎 ∶ 𝑎 ∈ Σ}) where each 𝑆𝑎 is a 𝕂-semialgebraic subset of 𝕋 𝑑 ; if  = SA, then 𝕂 =ℝ, 
and 𝕂 =ℚ otherwise. Recall the definition of a semialgebraic subset of ℂ𝑑 . For each letter 𝑎 and 𝑧 = (𝑧1,… , 𝑧𝑑 ) ∈ 𝕋 𝑑 , we have that 
𝑧 ∈ 𝑆𝑎 if and only if

⋁
𝑖∈𝐼𝑎

⋀
𝑗∈𝐽𝑎

𝑝𝑖,𝑗 (Re(𝑧1), Im(𝑧1),… ,Re(𝑧𝑑 ), Im(𝑧𝑑 )) Δ𝑖,𝑗 0

where each 𝑝𝑖,𝑗 is a polynomial with real coefficients and Δ𝑖,𝑗 ∈ {≥,>}. Dfine

𝑢𝑎,𝑖,𝑗
𝑛

= 𝑝𝑖,𝑗 (Re(𝛾𝑛1 ), Im(𝛾𝑛1 ),… ,Re(𝛾𝑛
𝑑
), Im(𝛾𝑛

𝑑
)).

Observe that each (𝑢𝑎,𝑖,𝑗𝑛 )𝑛∈ℕ is a linear recurrence sequence over ℝ. Applying the Skolem-Mahler-Lech theorem, for each 𝑎, 𝑖, 𝑗 there 
exist 𝜈 ∶=𝑁𝑎,𝑖,𝑗 and 𝜆 ∶= 𝐿𝑎,𝑖,𝑗 such that for each 0 ≤ 𝑟 < 𝜆, the subsequence (𝑢𝑎,𝑖,𝑗

𝜈+𝑛𝜆+𝑟)𝑛∈ℕ is either identically zero or does not have 
any zero terms. Take 𝑁 =max𝑎,𝑖,𝑗 𝑁𝑎,𝑖,𝑗 and 𝐿 =

∏
𝑎,𝑖,𝑗 𝐿𝑎,𝑖,𝑗 . We have that for every 𝑎, 𝑖, 𝑗 and 0 ≤ 𝑟 < 𝐿, the subsequence (𝑣𝑎,𝑖,𝑗,𝑟𝑛 )𝑛∈ℕ

of (𝑢𝑎,𝑖,𝑗𝑛 )𝑛∈ℕ given by

𝑣𝑎,𝑖,𝑗,𝑟
𝑛

= 𝑢
𝑎,𝑖,𝑗

𝑁+𝑛𝐿+𝑟

is either identically zero or is never zero.
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Consider 𝛽 = 𝛼[𝑁,∞) and for 0 ≤ 𝑟 < 𝐿, dfine 𝛽𝑟 by

𝛽𝑟(𝑛) ∶= 𝛽(𝑛𝐿+ 𝑟) = 𝛼(𝑁 + 𝑛𝐿+ 𝑟)

for all 𝑛 ∈ℕ. We will show that 𝛽𝑟 ∈ 𝑂 ∩ for all 𝑟. Thereafter, from Theorem 5.3 it follows that 𝛽 ∈ 𝑂 ∩, proving (a). Invoking 
Theorem 5.7, 𝛽 is strongly almost-periodic. Since 𝛽 is a suffix of 𝛼, we conclude that 𝛼 is almost-periodic.

Fix 0 ≤ 𝑟 < 𝐿. For every 𝑎∈ Σ and 𝑛 ∈ℕ we have that 𝛽𝑟(𝑛) = 𝑎 if and only if
⋁
𝑖∈𝐼𝑎

⋀
𝑗∈𝐽𝑎

𝑣𝑎,𝑖,𝑗,𝑟
𝑛

Δ𝑖,𝑗 0

where Δ𝑖,𝑗 ∈ {≥,>}. By construction of 𝑁,𝐿, for each 𝑖 ∈ 𝐼𝑎 and 𝑗 ∈ 𝐽𝑎, the (𝑖, 𝑗)th inequality above either holds for all 𝑛 (in case 
𝑣
𝑎,𝑖,𝑗,𝑟
𝑛 is identically zero and Δ𝑖,𝑗 is equality), or holds if and only if 𝑣𝑎,𝑖,𝑗,𝑟𝑛 > 0. Hence there exist 𝐾𝑎 ⊆ 𝐼𝑎 and 𝑀𝑎 ⊆ 𝐽𝑎 such that for 

all 𝑛, 𝛽𝑟(𝑛) = 𝑎 if and only if
⋁
𝑖∈𝐾𝑎

⋀
𝑗∈𝑀𝑎

𝑣𝑎,𝑖,𝑗,𝑟
𝑛

> 0.

Let 𝜆𝑘 = 𝛾𝐿
𝑘

for 1 ≤ 𝑘 ≤ 𝑑, and observe that we can write 𝑣𝑎,𝑖,𝑗,𝑟𝑛 > 0 as

𝑞𝑎,𝑖,𝑗,𝑟(Re(𝜆𝑛1), Im(𝜆𝑛1),… ,Re(𝜆𝑛
𝑑
), Im(𝜆𝑛

𝑑
)) > 0

for a polynomial 𝑞𝑎,𝑖,𝑗,𝑟 with real coefficients. For each 𝑎, dfine 𝑆(𝑟)
𝑎 ⊆ 𝕋 𝑑 by

(𝑧1,… , 𝑧𝑑 ) ∈ 𝑆(𝑟)
𝑎

⟺
⋁
𝑖∈𝐾𝑎

⋀
𝑗∈𝑀𝑎

𝑞𝑎,𝑖,𝑗,𝑟(Re(𝑧1), Im(𝑧1),… ,Re(𝑧𝑑 ), Im(𝑧𝑑 )) > 0.

We have that 𝛽𝑟 is the toric word generated by ((𝜆1,… , 𝜆𝑑 ),{𝑆
(𝑟)
𝑎 ∶ 𝑎 ∈ Σ}). Since each 𝑆(𝑟)

𝑎 is open, 𝛽𝑟 ∈ 𝑂 . As discussed above, it 
follows that 𝛽 is strongly almost-periodic and 𝛼 is almost-periodic. □

Corollary 5.10. Assuming decidability of the Skolem problem for LRS over ℝ∩ℚ, every 𝛼 ∈ SA(ℚ) is effectively almost-periodic.

Proof. Suppose 𝛼 is generated by (Γ,{𝑆𝑎 ∶ 𝑎 ∈ Σ}), where Γ ∈ (𝕋 ∩ℚ)𝑑 and each 𝑆𝑎 is ℚ-semialgebraic. In this case, in the proof 
of Theorem 5.9 each (𝑢𝑎,𝑖,𝑗𝑛 )𝑛∈ℕ is an LRS over ℝ ∩ ℚ. If we assume decidability of the Skolem problem for LRS over ℝ ∩ ℚ, then 
using the Skolem-Mahler-Lech theorem (see Section 2) we can effectively compute the values of 𝑁𝑎,𝑖,𝑗 ,𝐿𝑎,𝑖,𝑗 and hence 𝑁,𝐿 in the 
proof above. We can therefore effectively compute (Γ1,1) that generates the toric word 𝛽 = 𝛼[𝑁,∞), where Γ1 ∈ (𝕋 ∩ℚ)𝑑 and each 
set in 1 is open and ℚ-semialgebraic. Invoking Corollary 5.8, 𝛽 is strongly and effectively almost-periodic. Hence 𝛼 is effectively 
almost-periodic. □

Theorem 5.7 tells us that words belonging to the class SA are, in a sense, not too different from words in the class 𝑂 . In fact, we 
can combine words across the two classes by taking a product, while maintaining almost periodicity.

Theorem 5.11. Let 𝛼0,… , 𝛼𝐿−1 ∈ 𝑂 and 𝛽0,… , 𝛽𝑀−1 ∈ SA. The word 𝛿 ∶=
∏𝐿−1

𝑖=0 𝛼𝑖 ×
∏𝑀−1

𝑗=0 𝛽𝑗 is almost-periodic.

Proof. Let 𝛼 ∶=
∏𝐿−1

𝑖=0 𝛼𝑖 and 𝛽 ∶=
∏𝑀−1

𝑗=0 𝛽𝑗 . The word 𝛿, up to a renaming of letters, is equal to 𝛼 × 𝛽. By Theorem 5.3, 𝛼 ∈ 𝑂
and 𝛽 ∈ SA. By Theorem 5.9, there exists 𝑁 such that 𝛽[𝑁,∞) ∈ 𝑂 . By closure under taking suffixes (Theorem 5.6), 𝛼[𝑁,∞) ∈ 𝑂 . 
Applying Theorem 5.3, 𝛿[𝑁,∞) = 𝛼[𝑁,∞)× 𝛽[𝑁,∞) belongs to 𝑂 and hence is strongly almost-periodic. It follows that 𝛿 is almost

periodic. □

We have thus uncovered a myriad of structures with potentially decidable MSO theories: Suppose 𝑃1,… , 𝑃𝑚 are predicates with 
characteristic words 𝛼1,… , 𝛼𝑚 that belong to 𝑂∪SA. Then the word 𝛼 ∶= 𝛼1 ×⋯×𝛼𝑚 is almost-periodic by Theorem 5.11. Recall that 
by Semënov’s theorem, a sufficient condition for decidability of the MSO theory of ⟨ℕ;<,𝑃1 ,… , 𝑃𝑚⟩ is effective almost periodicity of 𝛼. 
Hence the question arises: for which toric predicates 𝑃1,… , 𝑃𝑚 is it possible to prove effective almost periodicity of the product word? 
A similar open problem is decidability of the MSO theory of ⟨ℕ;<⟩ extended with a morphic predicate 𝑃1 and a toric predicate 𝑃2. 
In this case once again we can separately decide the MSO theories of ⟨ℕ;<,𝑃1⟩ and ⟨ℕ;<,𝑃2⟩ by [8] and Semënov’s theorem, 
respectively.

We conclude this section by isolating a class of toric words which we can combine while maintaining effective almost periodicity 
of the product word and decidability of the resulting MSO theory. It turns out that this family of toric words is powerful enough for 
proving decidability of various subclasses of the model-checking problem for linear dynamical systems, discussed in Section 6.5.

Theorem 5.12. Let 𝛼1,… , 𝛼𝑚 be toric words such that each 𝛼𝑖 is generated by (Γ𝑖,𝑖) where Γ𝑖 ∈ (𝕋 ∩ℚ)𝑑𝑖 and each 𝑖 is a collection of 
open and ℚ-semialgebraic sets. Then 𝛼 is strongly and effectively almost-periodic.
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(a) The product 𝛼 = 𝛼1 ×⋯ × 𝛼𝑚 is effectively almost-periodic.

(b) The MSO theory of the structure ⟨ℕ;<,𝑃𝛼1
,… , 𝑃𝛼𝑚

⟩ is decidable.

Proof. Apply the construction of Theorem 5.3 and Corollary 5.8 to prove (a). To prove (b), recall that by Büchi’s construction, the 
decision problem for the MSO theory of the structure above reduces to the acceptance problem for 𝛼. The latter is decidable by 
Corollary 5.8 and Semënov’s theorem. □

We can do better if we assume existence of a Skolem oracle.

Theorem 5.13. Let 𝛼1,… , 𝛼𝑚 ∈ SA(ℚ). Assuming decidability of the Skolem problem for LRS over ℝ ∩ ℚ, the MSO theory of ⟨ℕ;< 
, 𝑃𝛼1

,… , 𝑃𝛼𝑚
⟩ is decidable.

Proof. Let 𝛼 = 𝛼1 ×⋯ × 𝛼𝑚. By Theorem 5.3, 𝛼 ∈ SA, and by Corollary 5.10, 𝛼 is effectively almost-periodic under the assumption 
that the Skolem problem is decidable for real algebraic LRS. It remains to invoke Semënov’s theorem. □

6. Applications

In this section we discuss MSO decidability and almost periodicity properties of Sturmian words, Pisot words, sign patterns of 
linear recurrence sequences, certain sequences of arithmetic origin, and words arising from linear dynamical systems.

6.1. Sturmian words

An ifinite word over the alphabet Σ = {0,1} is Sturmian if the number of its distinct factors of length 𝑛 is equal to 𝑛 + 1 for all 
𝑛 ∈ℕ. We refer the reader to [23, Chapter 10.5] for a detailed discussion of Sturmian words. It is known that if a word has at most 𝑛
distinct factors of length 𝑛 for some 𝑛 > 0, then it is ultimately periodic. Hence Sturmian words have the smallest factor complexity 
among words that are not ultimately periodic.

Sturmian words have many equivalent characterisations, including one as a family of toric words. For 𝑧 ∈ 𝕋 and 𝑥 ∈ ℝ>0, let 
(𝑧,𝑥) be the open interval subset of the unit circle 𝕋 generated by starting at 𝑧 and rotating counter-clockwise until 𝑧𝑒𝒊𝑥 is reached. 
Further dfine [𝑧,𝑥) ∶= {𝑧} ∪ (𝑧,𝑥) and (𝑧,𝑥] ∶= (𝑧,𝑥) ∪ {𝑧𝑒𝒊𝑥}. A word 𝛼 is Sturmian if and only if there exist 𝛾 ∈ 𝕋 not a 
root of unity and 𝜉 ∈ 𝕋 such that for all 𝑛, 𝛼(𝑛) = 1 if and only if 𝛾𝑛 ∈ [𝜉, 𝜃), where 𝜃 = |Log(𝛾)|. That is, a Sturmian word is the 
coding of (𝛾𝑛)𝑛∈ℕ for some 𝛾 that is not a root of unity with respect to a partition {𝑆0 , 𝑆1} of 𝕋 where 𝑆1 is a semi-open interval 
of length exactly 𝜃.3 Hence all Sturmian words belong to SA, and are almost-periodic by Theorem 5.9. In fact, they are strongly 
almost-periodic [23].

Carton and Thomas [8] asked: Is the MSO theory of ⟨ℕ;<,𝑃𝛼⟩, where 𝛼 is a Sturmian word, decidable? Call the Sturmian word 
with parameters 𝛾 and 𝜉 effective if there exists an algorithm for approximating Log(𝜉) and 𝜃 ∶= |Log(𝛾)| to arbitrary precision. We 
will show that such 𝛼 is effectively almost-periodic and hence the MSO theory of ⟨ℕ;<,𝑃𝛼⟩ is decidable. Note that by the assumption 
that 𝛾 is not a root of unity, the equation 𝛾𝑛 = 𝜉 can have at most one solution in 𝑛. Moreover, 𝛾𝑛 = 𝜉𝑒𝒊𝜃 if and only if 𝛾𝑛+1 = 𝜉 or 
𝛾𝑛−1 = 𝜉. Hence for every effective Sturmian word 𝛼 there exists an algorithm that computes 𝛼(𝑛) given 𝑛. The algorithm simply stores 
the value 𝑁 (if any) such that 𝛾𝑁 = 𝜉, as well as the values of 𝛼(𝑁 − 1), 𝛼(𝑁), 𝛼(𝑁 + 1).4 On 𝑛 ∉ {𝑁 − 1,𝑁,𝑁 + 1}, it determines 
𝛼(𝑛) by approximating Log(𝛾𝑛) to sufficient precision and comparing it to approximations of Log(𝜉) and Log(𝜉𝑒𝒊𝜃).

Theorem 6.1. An effective Sturmian word 𝛼 is effectively almost-periodic.

Proof. Suppose 𝛼 is generated by 𝛾 and 𝜉. Dfine 𝜃, 𝑆0 and 𝑆1 as above. As mentioned earlier, all Sturmian words are strongly 
almost-periodic. Moreover, under the assumption on 𝛼, there exists a program that computes 𝛼(𝑛) given 𝑛. Hence we have to show 
existence of a program that, given a finite word 𝑢, determines whether 𝑢 occurs in 𝛼, and in case it does, computes an upper bound on 
the gaps between consecutive occurrences. If 𝛾𝑁 = 𝜉 for some 𝑁 , then let 𝑀 =𝑁 +2. Otherwise, let 𝑀 = 0. For 𝑛≥𝑀 , 𝛾𝑛 ≠ 𝜉, 𝜉𝑒𝒊𝜃 . 
That is, 𝛾𝑛 does not hit the boundary of 𝑆0, 𝑆1. It suffices to prove effective almost periodicity of 𝛽 ∶= 𝛼[𝑀,∞). As in the proof of 
Theorem 5.7, a word 𝑤=𝑤(0)⋯𝑤(𝑙 − 1) occurs at a position 𝑛 ≥𝑀 in 𝛼 if and only if 𝛾𝑛 ∈ 𝑆𝑤, where

𝑆𝑤 =
𝑙−1⋂
𝑖=0

𝛾−𝑖𝑆𝑤(𝑖)

and each 𝑆𝑤(𝑖) is the open interval (𝜉, 𝜉𝑒𝒊𝜃) if 𝑤(𝑖) = 1 and 𝑆𝑤(𝑖) = (𝜉𝑒𝒊𝜃, 𝜉) otherwise. Since 𝛾 is not a root of unity, no two distinct 
intervals 𝛾−𝑖𝑆𝑤(𝑖) and 𝛾−𝑗𝑆𝑤(𝑗) share an endpoint. Hence by approximating Log(𝑧) to sufficient precision for every endpoint 𝑧 of 
𝛾−𝑖𝑆𝑤(𝑖) for 0 ≤ 𝑖 < 𝑙, we can decide whether 𝑆𝑤 is empty. If 𝑆(𝑤) = ∅, then 𝑤 does not occur in 𝛽. If 𝑆𝑤 ≠ ∅, then we can compute, 

3 Note that 𝜃 = |Log(𝛾)| and 𝛾𝑛 ∈ (𝜉, 𝜃] if and only if 𝛾𝑛 ∈ [ 𝜉𝛾, 𝜃). Hence it suffices to only consider closed-open intervals when defining Sturmian words.
4 Here we only show existence of the desired algorithm. If we want to write such an algorithm down, we have to first determine, if any, the value of 𝑁 . Techniques 

for accomplishing this depend on the values of 𝜉, 𝛾 and how they are presented.
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using the approximate positions of the endpoints, an open semialgebraic interval subset 𝐽 of 𝕋 that is contained in 𝑆𝑤. Similarly 
to the proofs of Theorem 5.7 and Corollary 5.8, let 𝐾 be such that 

⋃𝐾

𝑖=0 𝛾
−𝑖𝐽 covers 𝕋 ; such 𝐾 can be computed using a trial-and

error method and tools of semialgebraic geometry. Thus for every 𝑚 ∈ ℕ there exists 𝑛 ∈ [𝑚,𝑚+𝐾] such that 𝛾𝑛 ∈ 𝐽 , which implies 
𝛾𝑛 ∈ 𝑆𝑤. It follows that for every 𝑚 ∈ ℕ the word 𝑤 occurs in 𝛽[𝑚,𝑚+𝐾 + 𝑙). □

What about decidability of the MSO theory of ⟨ℕ;<,𝑃𝛼1
,… , 𝑃𝛼𝑚

⟩, where each 𝛼𝑖 is Sturmian? Suppose each 𝛼𝑖 is an effective 
Sturmian word with parameters 𝛾𝑖, 𝜉𝑖 and 𝜃𝑖 = |Log(𝛾𝑖)|. Suppose further that 𝛾1,… , 𝛾𝑚 are multiplicatively independent. Importantly, 
under this assumption, 𝕋Γ = 𝕋 𝑑 for Γ = (𝛾1,… , 𝛾𝑑 ).

Theorem 6.2. Under the assumptions above, 𝛼 ∶= 𝛼1 ×⋯×𝛼𝑚 is effectively almost-periodic and hence the MSO theory of ⟨ℕ;<,𝑃𝛼1
,… , 𝑃𝛼𝑚

⟩
is decidable.

Proof sketch. Let Σ = {0,1}𝑚 and 𝑀 be such that for all 𝑛 ≥𝑀 and 1 ≤ 𝑗 ≤ 𝑚, 𝛾𝑛
𝑗
≠ 𝜉𝑗 and 𝛾𝑛

𝑗
≠ 𝜉𝑗𝑒

𝒊𝜃𝑗 . For each 𝑎 ∈ Σ, there exists 
𝑆𝑎 ⊂ 𝕋𝑚 that is a product of open interval subsets of 𝕋 (henceforth called a box) such that for all 𝑛 ∈ℕ, 𝛼(𝑛) = 𝑎 if and only if Γ𝑛 ∈ 𝑆𝑎. 
Let 𝑤 ∈ Σ𝑙 . For 𝑛 ≥𝑀 , the word 𝑤 occurs at the position 𝑛 in 𝛼 if and only if Γ𝑛 ∈ 𝑆𝑤, where 𝑆𝑤 =

⋂𝑙−1
𝑖=0 Γ

−𝑖𝑆𝑤(𝑖) and each 𝑆𝑤(𝑖) is 
of the form 

∏𝑚

𝑗=1 𝑇
(𝑖)
𝑗

for open intervals 𝑇 (𝑖)
1 ,… , 𝑇

(𝑖)
𝑚 ⊂ 𝕋 . Therefore,

𝑆𝑤 =
𝑚∏
𝑗=1

𝑙−1⋂
𝑖=0

𝛾−𝑖
𝑗
𝑇
(𝑖)
𝑗

itself is an open box. As argued in the proof of Theorem 6.1, using the oracles for approximating Log(𝛾𝑖),Log(𝜉𝑖) to sufficient precision 
we can decide whether each 

⋂𝑙−1
𝑖=0 𝛾

−𝑖
𝑗
𝑇
(𝑖)
𝑗

is empty. In case 𝑆𝑤 is non-empty, we compute an open semialgebraic box 𝐽 such that 
𝐽 ⊂ 𝑆𝑤. It remains to bound the return time of (Γ𝑛)𝑛∈ℕ in 𝐽 by computing 𝐾 such that 

⋃𝐾

𝑖=0 Γ
−𝑖𝐽 covers 𝕋Γ, which is the whole of 𝕋 𝑑

by the multiplicative independence assumption. Since 𝐽 is ℚ-semialgebraic, such 𝐾 can be computed effectively by trial-and-error. 
In the end, for every 𝑚 ≥𝑀 , the word 𝑤 occurs in 𝛼[𝑚,𝑚+𝐾 + 𝑙). □

We mention that for a characteristic Sturmian word 𝛼 generated by a quadratic irrational (see [23, Chap. 9]), the first-order theory 
of the structure ⟨ℕ;<,+, 𝑛 ↦ 𝛼(𝑛)⟩ is decidable by the automata-theoretic methods of Hieronymi et al. [36,37]. Note that in this 
theory we have access to addition, but not to second-order quantification. Because the continued fraction expansions of quadratic 
irrationals are ultimately periodic, a word 𝛼 as above is, in fact, morphic [23, Chap. 9].

6.2. Pisot words

We now discuss a class of morphic words called Pisot words and the related Pisot conjecture. The conjecture identfies a class of 
morphic words that are expected to have, in a specific sense, a toric representation.

A Pisot–Vijayaraghavan number, also called a Pisot number, is a real algebraic integer greater than 1 whose Galois conjugates all 
have absolute value less than 1. A Pisot substitution 𝜏 ∶ Σ∗ → Σ∗ has the property that the incidence matrix 𝑀𝜏 of 𝜏 has a single real 
dominant eigenvalue that is a Pisot number. A morphic word generated by a Pisot substitution is called a Pisot word. The Fibonacci 
and Tribonacci words we encountered are both Pisot words that also belong to 𝑂 . The Fibonacci word is the coding of a rotation 

with respect to two interval subsets of 𝕋 , whereas the Tribonacci word is the coding of (Γ𝑛)𝑛∈ℕ, where Γ = (𝑒𝒊
2𝜋
𝑥 , 𝑒

𝒊
2𝜋
𝑥2 ) and 𝑥 ≈ 1.839

is the largest root of the polynomial 𝑥3 − 𝑥2 − 𝑥− 1, with respect to  = {𝑆1, 𝑆2, 𝑆3} with fractal boundaries (see Section 4).

To state the Pisot conjecture, we first need a few definitions. The language (𝛼) of 𝛼 ∈ Σ𝜔 is the set of all factors of 𝛼. Recall that 
a substitution 𝜏 ∶ Σ∗ → Σ∗ is primitive if there exists 𝑘 ∈ ℕ such that starting from any letter 𝑎, 𝜏𝑘(𝑎) contains all possible letters. 
Further recall that a fixed point of a primitive substitution is strongly and effectively almost-periodic. A substitution 𝜏 is unimodular 
if det(𝑀𝜏 ) = ±1. Finally, 𝜏 is irreducible if the characteristic polynomial of 𝑀𝜏 is irreducible. Now we are ready to state the Pisot 
conjecture.

Conjecture 6.3 (Pisot conjecture). If 𝛼 is a fixed point of a unimodular, primitive and irreducible Pisot substitution over a 𝑘-letter alphabet, 
then there exists a word 𝛽 with the following properties.

(a) (𝛽) =(𝛼), and

(b) 𝛽 is the toric word generated by some (Γ,) where Γ ∈ 𝕋 𝑘−1 and each set in  is open.

Statement (b) implies 𝛽 ∈ 𝑂 . Note that by (a), the word 𝛽 is also strongly and effectively almost-periodic. The Pisot conjecture is 
widely believed to be true but has only been proven for 𝑘 = 2; see [9] for a detailed account.

6.3. Procyclic and sparse predicates

The results of this section were recently obtained in [1] using a combination of tools from number theory, automata theory, 
and symbolic dynamics. Let 𝑃 = {𝑓 (𝑛)∶ 𝑛 ∈ ℕ}, where 𝑓 ∶ ℕ→ ℕ is strictly increasing. We say that 𝑃 is procyclic if given 𝑚 ≥ 1, 
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we can effectively compute 𝑁,𝑝 such that 𝑓 (𝑛 + 𝑝) ≡ 𝑓 (𝑛) (mod 𝑚) for all 𝑛 ≥ 𝑁 . Now consider 𝑃1, 𝑃2 given by 𝑃𝑖 = {𝑓𝑖(𝑛)∶ 𝑛 ∈ 
ℕ}, where each 𝑓𝑖 is strictly increasing. The pair of predicates 𝑃1, 𝑃2 is said to be effectively sparse if for every 𝐾 ∈ ℕ, the set 
{(𝑛1, 𝑛2)∶ |𝑓1(𝑛1) − 𝑓2(𝑛2)| ≤𝐾} is finite and can be effectively computed.

For predicates 𝑃1,… , 𝑃𝑚 with respective characteristic words 𝛼1,… , 𝛼𝑚, we write Ord(𝑃1,… , 𝑃𝑚) for the word over ({0,1}𝑚 ⧵ 
(0,… ,0))𝜔, called the order word, obtained by deleting all occurrences of the letter (0,… ,0) from 𝛼1 ×⋯×𝛼𝑚. We have the following.

Theorem 6.4. Let 𝑃1,… , 𝑃𝑚 be predicates with respective characteristic words 𝛼1,… , 𝛼𝑚, 𝛼 = 𝛼1 × ⋯ × 𝛼𝑚, and 𝛽 = Ord(𝑃1,… , 𝑃𝑚). 
Suppose each 𝑃𝑖 is procyclic and the pair 𝑃𝑖,𝑃𝑗 is effectively sparse for every 𝑖≠ 𝑗. Then 𝖠𝖼𝖼𝛼 reduces to 𝖠𝖼𝖼𝛽 .

This result is the first step in the proof of decidability of the MSO theory of ⟨ℕ;<,{2𝑛 ∶ 𝑛 ∈ ℕ},{3𝑛 ∶ 𝑛 ∈ ℕ}⟩. To state our 
decidability result in full, consider linear recurrence sequences

𝑢(𝑖)
𝑛

= 𝑐𝑖𝜌
𝑛
𝑖
+

𝐾𝑖∑
𝑘=1

𝑝𝑖,𝑘(𝑛)𝜆𝑛𝑖,𝑘

over ℤ for 1 ≤ 𝑖 ≤𝑚 with the following properties. For all 𝑖, 𝑗, 𝑘,

• 𝜆𝑖,𝑘 ∈ℚ, 𝑐𝑖, 𝜌𝑖 ∈ℝ ∩ℚ, 𝑝𝑖,𝑘 ∈ℚ[𝑥],
• 𝑐𝑖 > 0, 𝜌𝑖 > 1, |𝜆𝑖,𝑘| < 𝜌𝑖, and

• 𝑐𝑖𝜌
𝑛
𝑖
= 𝑐𝑗𝜌

𝑛
𝑗

has finitely many solutions when 𝑖 ≠ 𝑗.

Write 𝑃𝑖 for {𝑢(𝑖)𝑛 ∶ 𝑛 ∈ ℕ} ∩ℕ. We have the following.

Theorem 6.5. The MSO theory of ⟨ℕ;𝑃1,… , 𝑃𝑚⟩ is decidable assuming Schanuel’s conjecture. The decidability is unconditional if either of 
the following holds:

• 1∕Log(𝜌1),… ,1∕Log(𝜌𝑚) are linearly independent over ℚ;

• Every triple of 𝜌1,… , 𝜌𝑚 is multiplicatively dependent, and 𝜌1,… , 𝜌𝑚 are pairwise multiplicatively independent.

By Theorem 6.5 the MSO of ⟨ℕ;<,2ℕ,3ℕ,6ℕ,12ℕ⟩ is decidable, where we write 𝑘ℕ to denote {𝑘𝑛 ∶ 𝑛 ∈ ℕ}. The idea of the 
proof is to first reduce to the order word using Theorem 6.4. It turns out that the order word obtained from predicates of the form 
𝑘ℕ belongs to the class of billiard words, which are almost-periodic (in fact, uniformly recurrent) and belong to 𝑂 . If the second 
condition in Theorem 6.5 does not hold, Schanuel’s conjecture is required for computing bounds on the window function. In contrast 
to our decidability result, Hieronymi and Schulz have recently shown that the first-order theory of ℕ equipped with addition and the 
predicates 2ℕ,3ℕ is undecidable [38].

6.4. Sign patterns of linear recurrence sequences

The sign pattern of a real-valued LRS (𝑢𝑛)𝑛∈ℕ is the word 𝛼 ∈ {+,0,−}𝜔 such that 𝛼(𝑛) is dfined by sign(𝑢𝑛) for all 𝑛 ∈ ℕ. The 
Skolem, Positivity and Ultimate Positivity problems introduced in Section 2 are all decision problems about such sign patterns. We 
will see that sign patterns of LRS can have distinctive combinations of toricity and almost periodicity properties.

We start with simple (also known as diagonalisable) sequences. An LRS (𝑢𝑛)𝑛∈ℕ over ℚ is called simple if it can be expressed in the 
form 𝑢𝑛 = 𝑐⊤𝑀𝑛𝑠 where 𝑐, 𝑠 ∈ℚ

𝑑
and 𝑀 ∈ℚ

𝑑×𝑑
is diagonalisable. Using a deep result [39] of Evertse on the sums of 𝑆-units, we 

can show that the sign pattern 𝛼 of a simple LRS (𝑢𝑛)𝑛∈ℕ has a suffix that belongs to 𝑂 .

Theorem 6.6 (Theorem 11 in [10]). Let (𝑢𝑛)𝑛∈ℕ be a simple LRS over ℝ ∩ℚ with the sign pattern 𝛼 ∈ {+,0,−}𝜔.

(a) There exist integers 𝑑,𝑁 , open semialgebraic subsets 𝑆+, 𝑆0, 𝑆− of 𝕋 𝑑 , and Γ ∈ (𝕋 ∩ ℚ)𝑑 such that 𝛼[𝑁,∞) ∈ 𝑂 ∩ SA(ℚ) and is 
generated by (Γ,{𝑆+, 𝑆0, 𝑆−}).

(b) The value of 𝑁 and representations of 𝑆+, 𝑆0, 𝑆− can be effectively computed assuming decidability of the Positivity problem for simple 
LRS over ℚ.

Sign patterns of non-simple LRS, however, do not have such properties. We next give an example of a sign pattern of a non-simple 
LRS that is almost-periodic but provably does not belong to 𝑂 nor to SA. Let 𝛾 = 0.6 + 0.8𝒊 ∈ 𝕋 ∩ℚ and 𝜃 = Log(𝛾)∕𝒊, noting that 𝛾
is not a root of unity. Consider the linear recurrence sequences 𝑢𝑛 = sin(𝑛𝜃) and 𝑣𝑛 = 𝑛 sin(𝑛𝜃) − 7cos(𝑛𝜃). Write 𝛼, 𝛽 ∈ {+,0,−}𝜔 for 
their sign patterns, respectively.

Lemma 6.7. Both 𝛼 and 𝛽 are effectively almost-periodic.
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𝑺+

𝑺−

𝛾

𝜃
𝑺𝟎

(a)

𝑺+(𝒏)

𝑺−(𝒏)

𝛾

(b)

Fig. 2. Target intervals for (𝑢𝑛)𝑛∈ℕ and (𝑣𝑛)𝑛∈ℕ in the proof of Lemma 6.7.

Proof. Sequences (𝑢𝑛)𝑛∈ℕ and (𝑣𝑛)𝑛∈ℕ are non-degenerate LRS of order 2 and 4, respectively. Hence by [19] both sequences have 
finitely many zeros. In fact, we can identify all of them. Our sequences satisfy recurrence relations 𝑢𝑛+2 = 1.2𝑢𝑛+1 + 𝑢𝑛 and

𝑣𝑛+4 = 2.4𝑣𝑛+3 − 3.44𝑣𝑛+2 + 2.4𝑣𝑛+1 − 𝑣𝑛.

Since 𝛾 is not a root of unity, it is immediate that 𝑢𝑛 = 0 only for 𝑛 = 0. We can determine all zeros of (𝑣𝑛)𝑛∈ℕ either using the general 
algorithm for solving the Skolem problem for LRS over ℝ ∩ ℚ of order four [15,16], or a simple approach based on the (absolute 
logarithmic) Weil height. The Weil height ℎ(𝑧) of an algebraic number has the following properties:

(a) ℎ(𝑧) > 0 for every non-zero 𝑧 that is not a root of unity;

(b) ℎ(𝑘) = Log |𝑘| for 𝑘 ∈ℤ ⧵ {0};

(c) ℎ(𝑧𝑛) = 𝑛ℎ(𝑧) for every 𝑧 ∈ℚ and 𝑛 ∈ℤ;

(d) ℎ(𝑧 ⋅ 𝑦), ℎ(𝑧+ 𝑦) ≤ ℎ(𝑧) + ℎ(𝑦) + Log(2) for all 𝑧, 𝑦 ∈ℚ.

See [40] for a detailed discussion of the Weil height. We have that 𝑣𝑛 = 0 if and only if 𝑧𝑛 = 𝑦𝑛, where 𝑧 = 𝛾∕𝛾 and 𝑦𝑛 =
7−𝑛𝒊
7+𝑛𝒊 . Both 𝑧

and 𝑦𝑛 for all 𝑛 are algebraic numbers of degree at most 2. From (c) and (d), ℎ(𝑦𝑛) < 𝐶 Log𝑛 for an effectively computable constant 
𝐶 , whereas ℎ(𝑧𝑛) = 𝑛ℎ(𝑧) by (b). Since 𝛾 is non-zero and not a root of unity, ℎ(𝛾) ≠ 0. Therefore, ℎ(𝑧𝑛) grows linearly, whereas 
ℎ(𝑦𝑛) grows logarithmically in 𝑛. Equating ℎ(𝑧𝑛) to ℎ(𝑦𝑛), we conclude that 𝑣𝑛 ≠ 0 for all 𝑛 ≥𝑁 , where 𝑁 is effectively computable. 
Checking all 𝑛 ≤𝑁 individually, we find that for 𝑛 ≥ 1, 𝑣𝑛 ≠ 0. Therefore, 𝑧(𝑛), 𝑦(𝑛) ∈ {+,−} for all 𝑛 ≥ 1. 

Fig. 2 (a) describes how 𝛼 ∈ SA is generated. Both 𝑆+ and 𝑆− are open subsets of 𝕋 , and 𝑆0 = {1}. For all 𝑛 ∈ ℕ, 𝛼(𝑛) is + if 
and only if 𝛾𝑛 ∈ 𝑆+ and 𝛼(𝑛) is − if and only if 𝛾𝑛 ∈ 𝑆−. Since 𝛼(𝑛) ∈ {+,−} for 𝑛 ≥ 1, 𝛼[1,∞) is generated by (𝛾,{𝛾−1𝑆+, 𝛾

−1𝑆−}). 
Applying Corollary 5.8, 𝛼[1,∞) and hence 𝛼 are both effectively almost-periodic.

Let us consider 𝛽 next. Let 𝛿𝑛 = arctan(7∕𝑛) ∈ (0, 𝜋∕2), 𝑆+(𝑛) = 𝑒𝒊𝛿𝑛𝑆+, and 𝑆−(𝑛) = 𝑒𝒊𝛿𝑛𝑆−. We have that for 𝑛 ≥ 1, 𝑣𝑛 > 0 if and 
only if 𝛾𝑛 ∈ 𝑆+(𝑛) and 𝑣𝑛 < 0 if and only if 𝛾𝑛 ∈ 𝑆−(𝑛). Fig. 2 (b) depicts 𝑆+(𝑛) and 𝑆−(𝑛) for 𝑛 = 30. Since (𝑒−𝒊𝛿𝑛 )𝑛∈ℕ converges to 1, 
as 𝑛→∞, 𝑆+(𝑛) uniformly approaches the upper half 𝑆+ of the unit circle, whereas 𝑆−(𝑛) approaches 𝑆−.

To prove effective almost periodicity of 𝛽, consider a finite word

𝑤 =𝑤(0)⋯𝑤(𝑙 − 1) ∈ {+,−}𝑙 .

This word occurs at position 𝑛 ≥ 1 in 𝛽 if and only if

𝑙−1⋀
𝑗=0

𝛾𝑛+𝑗 ∈ 𝑆𝑤(𝑗)(𝑛+ 𝑗) ⟺ 𝛾𝑛 ∈
𝑙−1⋂
𝑗=0

𝛾−𝑗𝑆𝑤(𝑗)(𝑛+ 𝑗).

Dfine 𝑆𝑤(𝑛) =
⋂𝑙−1

𝑗=0 𝛾
−𝑗𝑆𝑤(𝑗)(𝑛+ 𝑗). We will argue that either 𝑤 occurs finitely often in 𝛽, or there exists an open interval subset 𝐾

of 𝕋 such that 𝐾 ⊂ 𝑆𝑤(𝑛) for all sufficiently large 𝑛.

Recall that for distinct 𝑧1, 𝑧2 ∈ 𝕋Γ, (𝑧1, 𝑧2) is the open interval subset of 𝕋 with endpoints 𝑧1 and 𝑧2, generated by rotating 
counter-clockwise starting at 𝑧1. Each 𝛾−𝑗𝑆𝑤(𝑗)(𝑛+ 𝑗) is of the form 𝑒𝒊𝛿𝑛+𝑗 𝛾−𝑗𝐼𝑗 , where 𝐼𝑗 is 𝑆+ if 𝑤(𝑗) is the letter + and 𝐼𝑗 = 𝑆−
otherwise. Since 𝛿𝑛 =Θ(1∕𝑛), 𝛾−𝑗𝑆𝑤(𝑗)(𝑛+ 𝑗) uniformly approaches the interval 𝛾−𝑗𝐼𝑗 as 𝑛→∞.

The endpoints of 𝛾−𝑗𝐼𝑗 are 𝛾−𝑗 and −𝛾−𝑗 . As 𝛾 is not a root of unity, for every 𝑗1 ≠ 𝑗2, 𝛾−𝑗1 is not equal to 𝛾−𝑗2 and −𝛾−𝑗2 . Hence 
the limit intervals 𝛾−𝑗𝐼𝑗 for 0 ≤ 𝑗 < 𝑙 have 2𝑙 distinct endpoints in total. Therefore,
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(a) either there exists 𝑁 such that 𝑆𝑤(𝑛) is empty for all 𝑛 ≥𝑁 (which happens if and only if the ``limit shape''
⋂𝑙−1

𝑗=0 𝛾
−𝑗𝐼𝑗 is empty), 

or

(b) there exists 𝑁 such that for all 𝑛 ≥𝑁 , 𝑆𝑤(𝑛) = (𝑧1𝑒𝒊𝛿
(1)
𝑛 , 𝑧2𝑒

𝒊𝛿
(2)
𝑛 ) is non-empty, where 𝑧1, 𝑧2 are distinct and of the form ±𝛾−𝑗

for some 0 ≤ 𝑗 < 𝑙 and 𝛿(1)𝑛 , 𝛿
(2)
𝑛 =Θ(1∕𝑛).

Since all steps above are effective, we can effectively compute 𝑁 in both cases, and in case (b), construct a ℚ-semialgebraic interval 
𝐽 such that for all 𝑛 ≥𝑁 , 𝐽 ⊂ 𝑆𝑤(𝑛). In case (a) the word 𝑤 does not occur in 𝛽[𝑁,∞) and we are done. Otherwise, observe that 
for 𝑛 ≥𝑁 , 𝛾𝑛 ∈ 𝐽 ⇒ 𝛽[𝑛, 𝑛 + 𝑙) = 𝑤. Since the endpoints of 𝐽 are algebraic, we can compute 𝐾 such that for all 𝑚 ∈ ℕ, 𝛾𝑛 ∈ 𝐽 for 
some 𝑚 ≤ 𝑛 ≤𝑚+𝐾 ; see the proof of Theorem 5.7 for the usual topological construction, or [41, Lemma 2] for a direct formula. We 
conclude that the word 𝑤 occurs in every subword of 𝛽 of length 𝑁 +𝐾 + 𝑙. □

The discussion above suggests to think of 𝛽 as being ``toric with moving targets''. We next show that 𝛼 × 𝛽 is radically different 
from both 𝛼 and 𝛽, and far from belonging to 𝑂 or SA.

Theorem 6.8. For 𝛼, 𝛽 as in Lemma 6.7, the word 𝛼 × 𝛽 is not almost-periodic and hence does not belong to 𝑂 ∪ SA.

Proof. Recall from Theorems 5.7 and 5.9 that all words belonging to 𝑂 or SA are almost-periodic. We therefore only need to prove 
the first statement. We will show that (a) the letter (+,−) occurs ifinitely often in 𝛼 × 𝛽, and (b) the length of the gaps between its 
consecutive occurrences is not bounded.

We start with (a). The letter (+,−) occurs at a position 𝑛 > 0 if and only if sin(𝑛𝜃) > 0 and 𝑛 sin(𝑛𝜃) − 7cos(𝑛𝜃) < 0, which 
is equivalent to 0 < Log(𝛾𝑛) < arctan(7∕𝑛). We will show that 0 < Log(𝛾𝑛) < 2𝜋∕𝑛 is satified for ifinitely many 𝑛 ∈ ℕ. Since 
arctan(7∕𝑛) > 2𝜋∕𝑛 for 𝑛 > 11, this proves that (+,−) occurs ifinitely often in 𝛼 × 𝛽.

Let 𝑡 = Log(𝛾)∕(2𝜋𝒊) ∈ (0,1) ⧵ℚ. For 𝑛 ≥ 1, Log(𝛾𝑛) ∈ (0,2𝜋∕𝑛) if and only if 𝑛𝑡− ⌊𝑛𝑡⌋ < 1∕𝑛. We find ifinitely many values of 𝑛
satisfying the latter inequality using the continued fraction expansion of 𝑡:

𝑡 =
1

𝑎1 +
1

𝑎2 +
1

𝑎3+⋱

where each 𝑎𝑖 is a positive integer; see [42]. Let 𝑝𝑛∕𝑞𝑛 be 𝑛th convergent. That is, 𝑝𝑛∕𝑞𝑛 is the rational approximation of 𝑡 obtained 
by truncating the expansion at the 𝑛th level. For all 𝑛, we have that

𝑞𝑛+1𝑡− 𝑝𝑛+1 =
(−1)𝑛+1

𝑎𝑛+2𝑞𝑛+1 + 𝑞𝑛
.

In particular, the 𝑛th convergent is an over-approximation when 𝑛 is odd and an under-approximation when 𝑛 is even. Moreover, 
|𝑝𝑛∕𝑞𝑛 − 𝑡| < 1∕𝑞2

𝑛
for all 𝑛, and (𝑞𝑛)𝑛∈ℕ is strictly increasing. Therefore, for every even 𝑛 ≥ 1,

0 < 𝑡−
𝑝𝑛

𝑞𝑛
<

1
𝑞2
𝑛

and hence 𝑞𝑛𝑡− ⌊𝑞𝑛𝑡⌋ < 1∕𝑞𝑛.

We move on to proving (b). Let 𝐽𝑛 = 𝑆+ ∩ 𝑆−(𝑛). Recall that the letter (+,−) occurs at the position 𝑛 in 𝛽 if and only if 𝛾𝑛 ∈ 𝐽𝑛, 
and the length of 𝐽𝑛 is Θ(1∕𝑛). Let 𝐵 ∈ℕ. We show how to construct 𝑛 such that letter (+,−) does not occur in 𝛽[𝑛, 𝑛+𝐵). Let 𝑚 be 
sufficiently large that 𝕋 ⧵

⋃𝐵

𝑖=0 𝛾
−𝑖𝐽𝑚 contains a non-empty open subset 𝑂 of 𝕋 . Further let 𝑛 ≥𝑚 be such that 𝛾𝑛 ∈𝑂. By construction, 

for every 0 ≤ 𝑖 ≤ 𝐵, 𝛾𝑛+𝑖 ∉ 𝐽𝑚. Since 𝐽𝑚+𝑖 ⊂ 𝐽𝑚 for all 𝑖 ∈ ℕ, we have that for all 0 ≤ 𝑖 < 𝐵, 𝛾𝑛+𝑖 ∉ 𝐽𝑛+𝑖. That is, for all 0 ≤ 𝑖 < 𝐵, 
(𝛼 × 𝛽)(𝑛+ 𝑖) is not the letter (+,−). □

Corollary 6.9. The word 𝛽 does not belong to 𝑂 ∪ SA.

Proof. Recall that 𝛼 belongs to both 𝑂 and SA, and both classes are closed under products. Since 𝛼 × 𝛽 does not belong to 𝑂 ∪ SA, 
neither does 𝛽. □

We mention that [43, Ex. 2] gives an example of two uniformly recurrent morphic words whose product is not almost-periodic.

6.5. Characteristic words of linear dynamical systems

One application of toric words and MSO decidability that has recently received significant attention is the model-checking problem 
(MCP) for linear dynamical systems (LDS) [11]. An LDS is given by a pair (𝑀,𝑠) where 𝑀 ∈ℚ𝑑×𝑑 is the update matrix and 𝑠 ∈ 
ℚ𝑑 is the starting cofiguration. The orbit of (𝑀,𝑠) is the ifinite sequence (𝑀𝑛𝑠)𝑛∈ℕ. Let  = {𝑆1,… , 𝑆𝑚} be a collection of ℚ

semialgebraic subsets of ℝ𝑑 . Writing Σ = 2 , the characteristic word of (𝑀,𝑠) with respect to  is the word 𝛼 ∈ Σ𝜔 dfined by 

Theoretical Computer Science 1025 (2025) 114959 

14 



V. Berthé, T. Karimov, J. Nieuwveld et al.

𝑆𝑖 ∈ 𝛼(𝑛) ⟺ 𝑀𝑛𝑠 ∈ 𝑆𝑖 for all 1 ≤ 𝑖 ≤ 𝑚 and 𝑛 ∈ ℕ. The model-checking problem is to decide, given (𝑀,𝑠) and a deterministic 
automaton , whether  accepts 𝛼. If we fix 𝑀,𝑠, , and only let  vary, by Büchi’s result [2], the resulting problem is Turing

equivalent to the decision problem for the MSO theory of ⟨ℕ;<,𝑃1,… , 𝑃𝑚⟩, where each 𝑃𝑖 ∶ ℕ→ {0,1} is the binary predicate dfined 
by 𝑃𝑖(𝑛) = 1 if and only if 𝑀𝑛𝑠 ∈ 𝑆𝑖 for all 𝑛 ∈ℕ.

Let 𝑝1,… , 𝑝𝐾 be all polynomials (with rational coefficients) appearing in the definition of  . For each 1 ≤ 𝑗 ≤ 𝐾 , the sequence 
𝑢𝑛 = 𝑝𝑗 (𝑀𝑛𝑠) is an LRS over ℚ. Denote its sign pattern by 𝛼𝑗 ∈ {+,0,−}𝜔. Since each 𝑆𝑖 is generated by a Boolean combination of 
polynomial inequalities, we have that 𝛼 = 𝜎(𝛼1 ×⋯× 𝛼𝐾 ), where 𝜎 is a 1-uniform morphism. Hence understanding the characteristic 
word of an LDS with respect to a collection of semialgebraic sets  boils down to understanding sign patterns of a collection of linear 
recurrence sequences.

The model-checking problem for LDS subsumes, among many others, the Skolem problem, the Positivity problem, and the Ultimate 
Positivity problem for LRS over ℚ. Unsurprisingly, decidability of the full model-checking problem is currently open. However, 
decidability can be proven if we place certain restrictions on 𝑀,, and  .

(A) Call a ℚ-semialgebraic set 𝑇 low-dimensional if it either has intrinsic (i.e., semialgebraic) dimension 1, or is contained in a three

dimensional linear subspace. The set 𝑇 is tame if it can be obtained in finitely many steps from a collection of low-dimensional 
sets through the usual set operations. If all targets in  are tame, then the characteristic word 𝛼 of any LDS (𝑀,𝑠) with respect 
to  is effectively almost-periodic [11,44]. In particular, 𝛼 has a suffix belonging to the class 𝑂 ∩ SA(ℚ) that is fully effective. 
Hence the MCP with tame targets (but arbitrary (𝑀,𝑠) and ) is decidable.

(B) An automaton  is prefix-independent if for every ifinite word 𝛽, whether  accepts 𝛽 does not change if we perform finitely 
many insertions and deletions on 𝛽. It is shown in [12] that the MCP is decidable if we assume 𝑀 is diagonalisable and  is 
prefix-independent.

From (A) it follows that the MCP is decidable in dimension at most 3. On the other hand, (B) is closely related to Theorem 6.6. 
To see this, suppose 𝑀 is diagonalisable. Then 𝑢𝑛 = 𝑝(𝑀𝑛𝑠) is a simple LRS for every polynomial 𝑝. From the connection between 
the characteristic word 𝛼 and the sign patterns of LRS defining  discussed above, the closure properties of toric words, as well as 
Theorem 6.6 (a), it follows that 𝛼 has a suffix that belongs to 𝑂 ∩ SA. Unfortunately, it is not known how to determine the starting 
position of such a suffix in 𝛼, which is the reason why in (B) we impose the prefix-independence restriction. However, similarly to 
Theorem 6.6 (b), it is shown in [10] that the MCP is decidable for diagonalisable LDS if we assume decidability of the Positivity 
problem for simple LRS over ℚ.
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