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Abstract—The Internet is witnessing explosive growth in traf- ISPs limit the aggregate bandwidth consumed by bulk flows
fic, in large part due to bulk transfers. Delivering such traffic is  to a fixed value, independently of the current level of link
expensive for ISPs because they pay other ISPs based on peakijization [16]. A few ISPs even resort to blocking entire
utilization. To limit costs, many ISPs are deploying ad-hodraffic S .
shaping policies that specifically target bulk flows. Howewethere applications [1_2]' So far,. these pol_|C|es are_ not su_ppotlyed .
is relatively little understanding today about the effectiveness of an understanding of their economic benefits relative tor thei
different shaping policies at reducing peak loads and whatmpact negative impact on the performance of bulk transfers, and th

these policies have on the performance of bulk transfers. their negative impact on customer satisfaction.
In this paper, we compare several traffic shaping policies vih

respect to (1) the achieved reduction in peak network traffic ~ Against this backdrop, this paper poses and answers two
and (2) the resulting performance loss for bulk transfers. V&  qyestions:
identified a practical policy that achieves peak traffic redictions
of up to 50% with only limited performance loss for bulk 1. What reduction in peak utilization can an ISP achieve
transfers. However, we found that the same policy leads to_tge by traffic shaping only bulk flows, and how much do
performance losses for bulk transfers when deployed by muiple . . . .
ISPs along a networking path. Our analysis revealed that ths such shaping qu|C|es penallz.e bl,“,k flowssing tracgs
is caused by certain TCP characteristics and differences ifocal ~from the access links of 35 universities, we show that diurna
peak utilization times. patterns in bandwidth consumption offer an opportunity to
significantly reduce the peak bandwidth consumption by only
shaping bulk flows. However, we found that naive traffic
The Internet is witnessing explosive growth in demanghaping policies can dramatically increase the compléiine
for bulk content. Examples of bulk content transfers inelucbf bulk transfers. More intelligent policies combined with
downloads of music and movie files [13], distribution of largsimple queueing techniques have the potential to minimize
software and games [33], online backups of personal atk impact of traffic shaping on bulk transfers while achigvi
commercial data [3], and sharing of huge scientific datasepa near-optimal reduction in peak bandwidth.
itories [32]. Recent studies of Internet traffic in commalci . ] ]
backbones [20] as well as academic [7] and residential [8] ASSUMIng most ISPs adopted traffic shaping of bulk
access networks show that such bulk transfers account folr@nsfers to reduce bandwidth costs, how would that affect
large and rapidly growing fraction of bytes transferredoasr the performance of bulk transfers traversing multiple
the Internet. inter-ISP links? Given the significant reduction in peak
The bandwidth costs of delivering bulk data are substanti@@ndwidth usage (and thus in costs) that can be achieved
A recent study [22] reported that average monthly wholesaféth traffic shaping of only bulk flows, it is very likely that
prices for bandwidth vary from $30,000 per Gbps/month iH1Ost ISPs would.adopt such poI|C|e_s_eventuaIIy. Howgver, we
Europe and North America to $90,000 in certain parts (59_ur_1d _that even if ISPs deploy policies that are designed to
Asia and Latin America. The high cost of wide-area networRinimize thelocal performance loss of bulk flows, tigiobal
traffic means that increasingconomicrather tharphysical performange loss of flows t_raversmg multiple _trqfnc shaper
constraints limit the performance of many Internet paths. AS Substantial. In our analysis we found that this is cauged b
charging is based on peak bandwidth utilization (typicétig TCP characteristics and differences in local peak utilirat
95" percentile over some time period), ISPs are incentivizdnes of ISPs.
to keep their bandwidth usage on inter-AS links much lower the yest of this paper is structured as follows: Section II
than the actual physical capacity. ~ describes real-world traffic shaping policies in use today.
To control their bandwidth costs, ISPs are deploying &ection 11l discusses the goals of an ideal traffic shaping
variety of ad-hoc traffic shaping policies today. Theseqeti jicy. Section IV compares different traffic shaping piglic
target specifically bulk transfers, because they consuree inen traffic traverses only one traffic shaper, while Section
vast majority of bytes [7, 24, 29]. However, these shapinghaiyzes the effects of multiple shapers active on a network
policies are often blunt and arbitrary. For example, somgh  Finally, Section VI discusses related work and Sec-

978-1-4244-8953-4/11/$26.0@) 2011 IEEE tion VII concludes the paper.

I. INTRODUCTION



[I. TRAFFIC SHAPING POLICIES IN USE TODAY While the above policies are simple to understand, thegrais

ISPs today del ) ¢ traffic shapi ici Thseveral questions:
S today deploy a variety of traffic shaping policies. The 1) How effective are the different traffic shaping policigs a

main goal of these policies is to reduce network congestioh a . .
.2 . . . reducing network congestion and peak network usage?
to distribute bandwidth fairly amongst customers [5]. Tisis . . : ) .
typically achieved by reducing the peak network usage tjinou 2) What is the impact of traffic shaping policies on the
performance of the targeted network flows?

traff!c shaping applied either t_o 5”.19'9 flows or to the aggteg 3) Are there policies that achieve similar or better recrcti
traffic of a user. The reduction in peak network usage also™ | . ) o :
in bandwidth costs, while penalizing traffic less?

has the side-effect that it reduces inter-AS traffic and thus ) i } )
bandwidth costs. At the same time, ISPs are also concerned© answer these questions, we first need to define the precise

to affect as few flows as possible to keep the effect on u@als of traffic shaping, as well as the metrics with which
traffic low [28]. we evaluate the impact of traffic shaping policies on network

To the best of our knowledge, there exists no previous stulf¢fic:
that analyzed the exact benefits of these policies and their
impact on targeted flows when deployed in practice. In this
section, we present three canonical examples of trafficispap In this section, we identify three goals for traffic shaping
policies in use today. Most of these policies traffic shap& bupolicies as deployed by ISPs: minimizing the peak network
transfers [5, 16]. We investigate the benefits of these jeslic traffic, minimizing the number of flows targeted by traffic
and compare them with more sophisticated policies in latehaping, and minimizing the negative impact on these flows.
sections. We argue that traffic shaping policies should be designed
1. Traffic shaping bulk applications on a per-flow basis. around these goals, and quantify the potential of such ipslic
This policy shapes every flow belonging to bulk transfdhrough an analysis of real-world network traces.
applications to some fixed bandwidth. For example, Bell
Canada revealed that it throttles traffic from P2P file-siwari A. Network traces
applications in its broadband access networks to 256 Kbpdn our analysis of traffic shaping performance, we use
per flow [5]. Traffic shaping applies to flows both in thepublicly available NetFlow records collected at the access
downstream and in the upstream direction. Bell Canada chdisé&s of 35 different universities and research institnso
to traffic shape only P2P file-sharing applications becatiseThe records contain incoming and outgoing traffic between
found that a small number of users of these applications wéhese universities and the Abilene backbone [1]. The NetFlo
responsible for a disproportionate fraction of the totdlwwek records were collected during a 1-week period starting on
traffic. January 1st 2007, and contain durations and sizes of TCP
2. Traffic shaping aggregate traffic. Here, traffic shaping is flows. The NetFlow data has two limitations: (1) long flows
applied to the aggregate traffic produced by multiple netwogre broken down into shorter flows (with a maximum duration
flows. For example, Comcast handles congestion in its acc@680 minutes), and (2) flows’ packets are sampled with a 1%
network by throttling users who consume a large portioi@te. To recover long flows from the NetFlow data, we combine
of their provisioned access bandwidth over a 5-minute tingiccessive flows between the same TCP endpoints into longer
window [11]. All packets from these users are put in a lowdlows using the technique employed in [21]. To account for
priority traffic class in order to be delayed or dropped befothe sampling rate, we multiply packet and byte counts by
other users’ traffic in case of network congestion. Anothé00. While this approach is not reliable when applied to $mal
example of such a policy was deployed at the University &#Pws, it was shown to be accurate for large bulk flows [30],
Washington in 2002 [16]. The university started limitingeth which are the object of the traffic shaping policies consider
aggregate bandwidth of all incoming peer-to-peer filedsigar in this paper.
traffic to 20 Mbps to reduce the estimated costs of one million ,
dollars that this type of traffic was causing per year. B. Goals and potential
3. Traffic shaping only at certain times of the day. We identify the following three goals as the main practical
This policy is orthogonal to the previous two policies andbjectives for an ISP that deploys traffic shaping.
is typically used in combination with these. An ISP ca®oal 1: Minimizing the peak network traffic. The main
decide to traffic shape throughout the day or restrict traffiootivation for ISPs to deploy traffic shaping is often netkor
shaping to specific time periods. For example, the Uniwersitongestion [5, 28]. With traffic shaping, ISPs can lower the
of Washington shapes P2P traffic during the entire day [18isk of congestion by reducing the peak network usage. At
while Bell Canada and Kabel Deutschland announced to orthe same time, lowering the peak network usage also reduces
traffic shape during periods of “peak usage”, i.e., betwedandwidth costs for ISPs since they are often charged based o
4:30 pm and 2:00 am [5, 28]. Since many ISPs pay for transiite near-peak utilization (e.g5'" percentile traffic load) of
bandwidth based on their peak load, shaping only during petheir links. This creates an incentive for ISPs to keep trakpe
usage appears to be an effective way to reduce bandwiddtwork usage as low as possible to minimize bandwidth costs
costs. Using our traces, we quantify the maximum peak reduction in

Ill. GOALS AND POTENTIAL OF TRAFFIC SHAPING
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Figure 1. Downstream network traffic at Ohio State Figure 2: Tradeoff between maximum achievable peak
University: The traffic shows diurnal variations with largereduction and fraction of traffic shaped flows: Intuitively,
peak-to-average ratios. shaping more flows lowers the peak. However, the peak cannot

be lower than the average traffic rate without dropping flows.
network traffic that ISPs can achieve with an optimal traffiét this point, shaping more flows has no further benefits.
shaping policy.

Figure 1 plots the network traffic in one of our trace&igure 2 plots the results for one of our traces. After sélgct
(collected at the Ohio State university). The traffic extsibionly 0.4% of the largest flows, the traffic peak reaches the
strong diurnal variations, with traffic peaking around namdl  average traffic load and no further reduction is possible (th
dropping in the early morning. As a result of these variation‘knee” in the figure). In this trace, this translates to flows
the daily traffic peak is considerably higher than the averathat are larger than 10 MB. Across all traces, traffic shaping
daily traffic. Intuitively, the lower bound for any realistbeak less than 4% of the flows is always sufficient to achieve the
reduction scheme is the average daily traffic, because gshigniaximum peak reduction, and in 30 of our 35 traces traffic
the minimum traffic level that can assure that all traffic wilshaping less than 1% of the flows also suffices. This result
eventually be delivered within the day suggests that ISPs can considerably reduce their peak while

Averaging across all access link traces, the daily peak Sbaping a very small fraction of flows.

2.6 times larger than the average traffic load, while theydaiGoal 3: Minimizing the delay that traffic shaped flows

95" percentile is 1.7 times larger than the average traffic loadcur. We found that ISPs have to shape only a small fraction
These results suggest that traffic shaping has the potéatiabf flows to achieve an optimal reduction in peak network
reduce ISPs’ peak load by a factor of two. usage. Note that this optimal reduction can be achieved
Goal 2: Minimizing the number of traffic shaped flows. Wwithout dropping any flows. Instead, in our analysis, we
While ISPs have an economic incentive to reduce the peak refesured that all shaped flows complete within the time-frame
work usage as much as possible, they are also concerned witiihe trace. However, even if only a small fraction of flows
affecting as few flows as possible to keep the effect on us®e affected by traffic shaping, ISPs should try to limit the
traffic low. As a consequence, most ISPs today target eitriglay incurred by these flows in order to minimally penalize
users that are responsible for a disproportional largeifraof the applications or users generating the bulk flows. With
traffic (so-called “heavy-hitters”), or applications knowo be respect to this goal, focusing on bulk flows has the advantage
bandwidth-hungry (e.g., file-sharing applications). \gsour that these flows, being large, have completion times on the
traces, we quantify the minimal fraction of bulk flows thagrder of minutes, hours or even days. Therefore, they can
need to be shaped to achieve a near-optimal reduction in p@ailure considerable absolute delays without severe damage
load. to their performance. For example, the bulk flows in our trace

Typically, an ISP would use deep packet inspection take on average 3.5 minutes to complete when they are not
identify flows belonging to bandwidth-intensive applicats. traffic shaped, suggesting that they can be delayed by second
However, since our traces do not contain information abowithout negative effects for applications.
application-level protocols, we identify bandwidth-ingive  In summary, we found that a traffic shaping policy should
flows based on their size, i.e. the number of transferredsbyt@ot only minimize the peak network traffic, but also affect as

We sorted all flows in each of our trace by decreasing siZéw flows as possible and minimize its impact on the shaped
We then selected all flows larger than a certain sizdor flows. In the next section, we compare how well different
traffic shaping and computed the theoretical maximum petRffic shaping policies perform relative to these goals.
reduction achievable. For this analysis, we assume thasflow
can be arbitrarily throttled, as long as they complete withi! V- L OCAL PERFORMANCE OF TRAFFIC SHAPING POLICIES
the trace’s time-frame of one week. We then repeated this forn this section we analyze how different traffic shaping
decreasing values df, thus selecting more and more flowspolicies perform based on the three metrics from Sectian 1|

. o o o the peak reduction, the fraction of shaped flows, and the
et o e e S ok oy s delaY that shaped flows incur. AS we only consider a single

e ’ traffic shaper in the network path here, we call this the local

a very intrusive form of traffic shaping and ISPs that presipudeployed it ) . - ;
had to deal with very negative media coverage about thistipeaf31]. performance of traffic shaping policies. In Section V, we



analyze the effect of multiple traffic shapers in the netwmgk ~ The bandwidth limit determines the total reduction in tiaffi

path. peak. As we showed in Section Ill, the average traffic rate
) _ ) is the minimum value that enables delivery of all traffic.
A. Selecting flows for traffic shaping Therefore, in all policies that use a bandwidth limit, we thet

ISPs target only a subset of flows for traffic shapindyandwidth limit to the average traffic rate of the previoug da
typically flows from bandwidth-intensive applications. iBg plus 5% to account for small increases in demand. We found
so, ISPs achieve very good peak reductions while keeping that this approach works well in practice because the aeerag
number of affected flows low. In the following, we call flowsrate is quite stable across days. In fact, in our 35 one week
that are subject to traffic shaping “low-priority traffic* énhe traces, we found only two days were this was not the case,
remaining flows "best-effort traffic". i.e., the average traffic varied considerably from one dai¢o

To identify flows from bandwidth-intensive applicationspext. If there is a sudden increase in daily average trati, t
ISPs often employ deep packet inspection (DPI), which isany low-priority flows may compete for too little bandwidth
widely available in routers [9] or provided by special DPthus incurring large delays or even starvation. To overcome
equipment [27]. Additionally, today’s networking equipnte this problem, ISPs can monitor the number of low-priority
allows ISPs to collect statistics on flow sizes at line speelipws and the overall traffic in their network and increase the
which can be used to mark large flows for traffic shagandwidth limit if they detect a significant difference frahe
ing [9, 19]. In practice, flow classification is implemented aprevious day.

ISPs’ ingress routers. Flows are marked as low-priorityesth
effort by setting the DSCP field in the IP heatl€Fhe traffic C. Traffic shaping policies

shaping equipment then selects the packets to traffic shape | . . . .
based on the value of the DCSP field. We now describe the traffic shaping policies we evaluate.

As our traces do not contain information to identify ap/ll Of the traffic shaping policies described here can be

plication protocols, we rely on flow sizes instead, i.e., ﬂov\)mplemented using well-known elements like token buckets,

that are larger than a certain "flow size threshold“ are sdapéjlass'bafsed rate limiting, and strict priority queuingaitable
Picking the right flow size threshold is nontrivial, becaase N ©0day’s networking equipment [10, 23]. To design theftcaf
higher threshold will affect fewer flows, but at the same timghaPing policies we start from the real-world examples from
will give ISPs fewer bytes to traffic shape, and thus limit it€ction Il and develop more complex policies that attempt to
ability to decrease peak usage. To select the right threghpl €duce the peak traffic while minimize the delay incurred by
each trace, we use the analysis from Section I11-B and pidRe traffic shaped flows. Note that all of the traffic shaping
the threshold that results in the maximum potential for pedilicies presented here shape only flows classified as low-
reduction with the minimum fraction of flows being shaped Pricrity; best-effort traffic is never shaped.

In all traffic shaping policies in this section, unless egjply ~Per-flow bandwidth limit (PBL). With PBL, each low-
stated otherwise, we keep a running counter of the bytedority flow is shap_ed to a fixed maximum band\_/w(jth. Traffic
sent by each network flow, and use its value to classify ti§8aPers use a dedicated queue for each low-priority flow, and
flow. For example, if the flow size threshold is 10 MB, aggqueqe packets. aqcordlng to a.token bucket algorithm.in ou
20 MB flow will send the first 10 MB as best-effort traffic.Simulations, we limit the bandwidth consumed by each low-
After that, the flow is classified as low-priority traffic andPriority flow to 250 Kbps.
the remaining 10 MB of the flow are traffic shaped. This We also evaluate a variant of this policy calleBL-PEAK,
technique can also be used by ISPs to deploy a protoc#iere low-priority flows are shaped only between 9 am and
agnostic traffic shaping policy that targets all flows lartem 3 pm local time. This period corresponds to 6 hours centered
certain flow size threshold. Modern traffic shaping equipmef@round the peak utilization in our traces at about noon. Both
can sample packets to keep accurate per-flow byte counts eV&} and PBL-PEAK require routers to allocate a new queue
on high-speed links [9], and some recent sampling techsigr each new low-priority flow, thus potentially limiting ¢h
enable identification of large flows with high accuracy and loPracticality of these two policies.

memory requirements [14]. Low-priority bandwidth limit (LBL). In this policy, the
_ _ o aggregate bandwidth consumed by all low-priority flows is
B. Selecting aggregate bandwidth limits bounded by a bandwidth limit. Traffic shapers deploy two

Some traffic shaping policies (e.g., as used by the Uniyersfiueues: one for best-effort traffic and one for low-priority
of Washington [16]) shape low-priority flows only when théraffic. A token bucket applied to the low-priority queue iign
traffic rate exceeds a certain “bandwidth limit”. This lingian the low-priority traffic rate to the desired bandwidth limit
refer to the aggregate traffic (best_effort+ |Ow_prioritgﬁic) The bandwidth limit is determined based on the average
or to the low-priority traffic only. For example, an ISP couldandwidth consumed by low-priority traffic on the previous
traffic shape only when the total traffic rate exceeds 20 Mbf4y, as described before. No bandwidth limit is applied ® th

or when the low-priority traffic alone exceeds 20 Mbps.  best-effort traffic. This policy can also be used to appratin
PBL by using a dynamic bandwidth limit proportional to the

2The DSCP field allows up to 64 different traffic classes. number of low-priority flows.
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Figure 3: Distribution of flows in the Ohio State trace: Figure 4: Simulation topology: All replayed TCP flows cross
Number of flows larger than 10 MB falling within differenta shared access link where traffic shaping takes place.
flow size ranges.

send over the link, the traffic shaper always chooses thegpack

Aggregate bandwidth limit (ABL). When the aggregate traf-from the flow with the smallest size. This effectively re@ac

fic (best-effort + low-priority traffic) approaches the bavidth the usual FIFO queueing with shortest-flow-first queueirg. T
limit, low-priority flows are shaped to keep the aggregaaé-tr implement this policy, the traffic shaper needs to allocate a
fic below the limit. Note that best-effort traffic is never ped. Separate queue for each low-priority flow. Also, the shaper
Therefore, if the best-effort traffic exceeds the bandwiidtit, needs a priori knowledge of the size of each flow to select the
this policy cannot guarantee that the aggregate trafficsstayext low priority packet. This makes this policy not dirgctl
below the bandwidth limit. However, in such cases the traffepplicable to general network flows, whose size cannot be
shaper throttles the low-priority traffic to zero bandwidittii  known, but gives an useful lower-bound on the minimum delay
the best-effort traffic falls below the bandwidth limit. that low-priority flows incur with the ABL policy.

To implement this policy, traffic shapers deploy two queueAggregate bandwidth limit with strict priority queuing
a high-priority queue for the best-effort traffic and a loWwABL-PQ). This policy is a practical version of ABL-SFF
priority queue for the low-priority traffic. Both queues sha and can be implemented by ISPs with today’s equipment. It
a sing]e token bucket, which generates tokens at a ra@proximates the shortest flow first Scheduling of ABL-SFF
corresponding to the aggregate bandwidth limit. Each timeag follows. First, unlike ABL-SFF, it does not assume a fyrior
packet from either queue is forwarded, tokens are consumk@owledge of flow sizes, but instead keeps a running count of
However, best-effort packets are a|WayS granted accessto t'he byteS sent by each active network flow and uses this value
link, even if there are not enough tokens left. This is unlikas an estimate of the flow size. Second, ABL-PQ does not use
an ordinary token bucket and can cause the token count&geparate queue for each low-priority flow, but instead ases
occasionally become negative, thus precluding low-gsiorifixed, small number of low-priority packet queues. Each gueu
packets from using the link. As long as the total traffic ratdccommodates packets of low-priority flows whose size fall i
is below the bandwidth limit, there are always enough tokeasgiven range. When the traffic shaper has bandwidth to send
to forward both best-effort and low-priority traffic. Buts a low-priority traffic, it schedules the low-priority queugiving
the total traffic level exceeds the bandwidth limit, lowepity ~ Strict priority to the queues that accommodate smaller flows.
flows are shaped. To balance the load of the low-priority queues, we selected
Aggregate bandwidth limit with shortest-flow first schedul- contiguous ranges of exponentially increasing width. Tisis
ing (ABL-SFF). This policy is like ABL, but additionally motivated by the typical skewness of the flow size distritnuti
optimizes the usage of the bandwidth available to the lov the Internet. For our traces, where flows larger than 10 MB
priority flows. Unlike PBL or LBL, in ABL low-priority traffic ~are classified as low-priority traffic, the first low-prigriqueue
is not guaranteed a minimum bandwidth allocation, but gpntains packets of flows that have transferred between 10 MB
low-priority flows compete for the bandwidth that best-effo ahd 20 MB, the second queue contains packets of flows that
traffic is not using. Thus, when the total traffic reaches tHtave transferred between 20 MB and 40 MB, and so on.
bandwidth limit, the bandwidth available to low-prioritpils AS opposed to ABL-SFF, this policy uses a limited number
becomes so low that some of these flows get substantigfydueues (we use 6 in our experiments) and can be easily
delayed or even stalled. supported by today’s networking equipment.

We gained an insight on how to lessen this problem b
looking at the flow-size distribution in our traces. Figure
shows the number of low-priority flows that fall into differe =~ We used trace-driven simulations to study the behavior of
size ranges in one of our traces. The distribution of flowssiz8ows under various traffic shaping mechanisms. We conducted
is heavily skewed with roughly 85% of low-priority flowsour analysis using the ns-2 simulator and the NetFlow traces
having size between 10 MB and 100 MB. Under such skew&@m Section Ill. During a simulation, we replayed all TCP
distributions, it is well-known that giving priority to sriia flows in a trace using the ns-2 implementation of TCP-Reno.
flows reduces the mean completion time [18, 26]. Therefare, A flow is replayed by having the TCP sender send as many
the ABL-SFF policy, when selecting a low-priority packet tdytes as specified in the flow's NetFlow record.

. Comparison methodology



Policy Flows delayed by>5%  Average peak reduction

100%
ABL 80% 48%

ABL,ABL-SFF,ABL-PQ —+—

S 80% [ LEE PBL 71% 29%
3 e LBL 61% 28%
g %% PW ABL-PQ 51% 48%
Z 40% ABL-SFF 32% 48%
8 M - & -879
8 Low /*"% PBL-PEAK 24% 87%
0% W ! ! el Table I: Fraction of low-priority flows delayed by more
0 0.2 04 0.6 08 1 than 5% and average peak reduction:Among the practical

CDF of traces policies that maximize peak reduction, ABL-PQ delays the

Figure 5: Reduction in peak with different traffic shaping fewest flows.
policies: Traffic shaping policies based on aggregate band-

width limits (ABL) achieve considerable reductions in peal constant daily threshold (note that best-effort traffic sall
traffic. occasionally exceed the threshold). The advantage of LBL is

T | traffic shapi link q that it guarantees a minimum amount of bandwidth to low-
_ 10 analyze lraffic shaping over an access link we use ﬁority traffic, and thus avoids stalling low-priority flesy
simulation topology shown in Figure 4. Servers act as TCR

d d ol f : TCP ) Th ohss owever, the total traffic still shows diurnal patterns ahd t
senders and clients function as FECEIVErS. 1€ actess oy reduction is thus not as large as with ABL.

in our simulatipns has a papacity of 1 Gbps. For each flow, eFinally Figure 6(d) shows that PBL-PEAK is largely inef-
set the capacity of t_he link connecting each server to mat1‘:ehctive at reducing traffic peak. In fact, PBL-PEAK incresse

the average bandwidth computed from the flow's NetFI(_) e traffic peak by 11% in this case. To understand this
record. This ensures that each replayed flow completes N Sunterintuitive result, consider the following exampeiring

time similar to the original flow in the NetFlow trace. Wethe traffic shaping period (9 am to 3 pm), each low-priority

set the_ length of all packet queues in the _S|mglat|0n_to trf"'l%w is throttled to 250 Kbps. This small per-flow bandwidth
bandwidth delay product of the corresponding link, using Makes it hard for low-priority flows to complete. As a result

RTT of 160 ms. Finally, we randomly picked the RTT of eacﬁjle number of active low-priority flows increases during the

flow from a distribution of latency measurements collected_.. : . : . .
using King [17]. We found that the aggregate traffic generatgaﬁlc shaping period. At the end of the traffic shaping perio

- all these flows are given full bandwidth again, which they
by our replayed flows matches the original trace very well. . ) .
. ' . . romptly consume. This causes the traffic spikes that are
To compare different traffic shaping policies, we focused dn

the three metrics from Section IlI: the achieved peak radoct visible n F|gur(_a 6(d) on each day a_\t 3 pm, ie., the _end of
: . the traffic shaping period. These spikes can be considerably
the fraction of shaped flows, and the delay shaped flows incyr. . . :
igher than the original traffic peak. This phenomenon does

E. Results not occur with PBL because traffic shaping occurs throughout
We now present the results of the comparison of t{f€ day (not shown).
different traffic shaping policies. 2) Number of delayed low-priority flowsSince in our

1) Peak reduction:We start by presenting the overall peal@nalysis all traffic shaping policies use the same flow size
reductions attained by the different policies across all othreshold, the flows that are treated as low-priority by each
traces, shown in Figure 5. Since ABL, ABL-SFF and ABL-PQraffic shaping policy are the same. However, dependingen th
all cap the traffic at the same limit, we report only one line fapolicy, some of these flows may incur only moderate delay.
all of them. The ABL policies achieve a considerably highée regard a low-priority flow as delayed if its completion
peak reduction than LBL. This is because LBL does not takigne increases by more than 5% compared to when no traffic
into account the level of best-effort traffic when computihg  shaping is in place. Table | reports, across all traces, the
low-priority traffic cap. PBL performs similarly to LBL, whe  fraction of low-priority flows that are delayed by more than
PBL-PEAK is by far the worst-performing policy, causing irb% with each traffic shaping policy and the achieved average
90% of the cases aincreasein traffic peak (these correspondpeak reduction. ABL affects the most flows, followed by PBL,
to points that lie on the negative side of the y-axis in therigu Which only gives 250 Kbps to each flow. Compared to ABL,
and are not shown). ABL-SFF and ABL-PQ greatly reduce the number of delayed

To better understand the differences in peak reductilaws. PBL-PEAK delays very few flows because it only rate
among the different policies, we show in Figure 6 time plotémits for 6 hours a day, but it also significantly increases
of the traffic in an example trace. Flows smaller than 10 M#he peak usage as pointed out above. Interestingly, althoug
are marked as best-effort traffic. Figure 6(a) shows theraig LBL always allocates a minimum amount of bandwidth to
traffic trace without traffic shaping. Compared to the orgin low-priority flows, it delays more flows than ABL-PQ and
trace, the ABL policies (Figure 6(b)) considerably reduealp ABL-SFF, which do not provide such a guarantee. The reason
bandwidth (-64%). LBL (Figure 6(c)) achieves lower, butistiis that both ABL-PQ and ABL-SFF give priority to smaller
substantial reductions (-51%). flows, thus shifting the bulk of the delay to a few large flows.

Comparing LBL and ABL, we observe that ABL achieves a 3) Delay of low-priority flows:Figure 7 plots the CDFs of
much smoother peak as the total amount of traffic is cappedrédative and absolute delays of low-priority flows for diéat
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Figure 6: Traffic in the Ohio State trace with different traffi ¢ shaping policies:Each plot shows best-effort traffic as well
as the total amount of traffic (best-effort + low-priorityffic).
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Figure 7: CDFs of relative and absolute delays for low-prioity flows across all our experiments: The relative delay is
the ratio of the completion time of the traffic shaped flow ®dbmpletion time with no traffic shaping. With the exception
of ABL and ABL-PQ, few low-priority flows get delayed by morkan 1 hours, and almost none is delayed by more than 12
hours.

policies across all our experiments. ABL causes the largesintain application-level information, making such as@y
delays while both ABL-SFF and PBL-PEAK lead to venhard. To arrive at a rough estimate, we gathered data on the
low delays. However, as mentioned above, PBL-PEAK signi§izes of over 1.2 M YouTube videos selected at random and
icantly increases peak usage and has therefore littleipahctestimated the fraction of the video flows that would be a#édct
utility. With ABL, about half of low-priority flows take 10 by traffic shaping. In 60% of our experiments, at least 94%
times longer or more to complete compared to when they arkthese videos would have never been traffic shaped because
not traffic shaped. With ABL-PQ, only 20% of low-priority they are smaller than the flow size threshold. In the remginin
flows take 10 times longer or more to complete. Regardid®% of our experiments, when using ABL-PQ, an average of
the absolute delay of flows (Figure 7(b)), we observed that 2% traffic shaped videos would have completed in the first
most 20% of low-priority flows are delayed by more than fow-priority queue, thus limiting their performance lo3fiese
hour for all policies, and almost no flow is delayed by moreesults suggest that YouTube videos are unlikely to be séver
than 12 hours. affected by our ABL-PQ policy.

Although delay is the main performance metric for man
bulk flows like file downloads, real-time bulk applicatiorisl
video on demand (Vojave additional requirements, such as We compared the performance of five traffic shaping poli-
steady throughput to ensure a smooth playback. Ideally, wies with respect to our goals of peak reduction, minimum
would have liked to directly quantify how our traffic shapingqrumber of delayed flows, and minimum increase in completion
policies affect such applications. However, our traces’tdorime. We found that the ABL policies result in the best peak

¥. Summary



A. Analysis methodology

Our analysis is based on trace-driven simulation experi-
ments conducted using ns-2. Figure 9 shows the topology we
used in our analysis: it consists of two traffic shaped links
connected to each other. We used our university traces to
simulate the local traffic traversing each of the shapensgusi
the same methodology as in the previous section. In addition
to the flows from the traces, we simulated a week-long bulk
Figure 8: Flow traversing multiple ISPs: It is likely that a TCP flow that traverses both traffic shaped links. We analyzed
transfer between a server and a client traverses multigfiéictr the performance of this week-long bulk flow to understand
shaping ISPs. the impact of multiple traffic shapers. We focused on a single

long-running bulk flow because small flows are left largely
Bulk content Bulk flow Bulk content unaffected by the ABL_PQ, pO“Cy' . .

server client Although our long-running flow is active throughout the
simulated week, we focus solely on the performance achieved
from Tuesday to Thursday. The reason is that there is often
sufficient available bandwidth to serve all traffic arouncewe
ends, and as a consequence our traffic shapers are mosty acti
during the central days of the week.

As a measure of a bulk flow's performance, we count the
number of bytes the bulk flow was able to send from Tuesday
Figure 9: Simulation topology for analyzing the perfor- to Thursday. To quantify the impact of multiple traffic shepe
mance of a flow passing two traffic shapersA long-running on a flow, we define a metric callezhd-to-end performance
bulk TCP flow transfers data from a server to a client arl@ss End-to-end performance loss is defined as the relative
traverses two traffic shapers that act independently. decrease in performance of a bulk flow traversing multiple

traffic shapers compared to the minimum performance the bulk
flow achieves when it traverses either of the two traffic shape

. o "
reduction (almost 50% in half of our traces). In add't'onSeparately. More formally, consider a flow that transfis

ABL-SFF keeps the delay incurred by low-priority flows to nd B, bytes when it separately traverses traffic shaysars

a minimum. However, it might not be possible to implemena% .
ABL-SFF in practice as it requires a distinct router queue f(?nd 52, respectively. If the same flow transfefsbytes when

2 . . it simultaneously traverseS; and Ss, the end-to-end perfor-
each low-priority flow. A more practical alternative to ABL- y ! 2 P

SFF is ABL-PQ, which achieves both high peak reduction and’ -© loss of the flow istmin(By, By) — G)/min(B1, By).

moderate delay of low-priority flows. B. The impact of multiple traffic shapers on end-to-end per-
Finally, although we used traces from academic networkgrmance
in our experiments, the characteristics of the traces that a To study the effects of multiple traffic shapers, we used
relevant to our analysis (such as diurnal variations an@/sketraces from 15 of our 35 university access links. We simadlate
ness in flow size distribution) are consistent with what wagaffic shaping on these links and analyzed the performance
observed in several previous studies of commercial Internsf bulk flows over all possible (105) combinations of the 15
traffic [2, 4, 29]. This suggests that our results would alsgaffic shaped links. The universities are spread acrosfotire
apply to commercial Internet traffic. U.S. time zones. When replaying the traces in our simulation
we eliminated the differences in local time by time-shidtiall

traces to the Eastern Standard Time. We discuss the impact of
V. THE GLOBAL EFFECTS OF LOCAL TRAFFIC SHAPING  {ime zone differences in Section V-C.

Access ISP Access ISP

Inter-AS links

Traffic shaper A Traffic shaper B

Figure 10 shows the relative end-to-end performance loss

In this section, we focus on the impact that widespreagkperienced by flows traversing each pair of traffic shaped
deployment of traffic shaping has on the end-to-end perfginks. The loss in end-to-end performance is significant. In
mance of bulk flows in the Internet. Economic incentives ak@most 80% of the cases flows crossing two shapers sent 40%
likely to drive ISPs to deploy traffic shaping at their networ|ess data than what was sent when crossing only a singletraffi
boundaries. This is especially true for access ISPs thafgray shaper. In 50% of the simulations, the loss in performance is
transit. Since most Internet flows traverse at least twos&Cearger than 60%. While we do not show the data here, the
ISPs, they are likely to be traffic shaped at two or more intgserformance continues to decrease with each additiorffittra
AS links (Figure 8). shaper in the path.

For the analysis, we assume that each ISP implements th&he considerable performance loss for flows traversing
ABL-PQ policy from Section IV, because this policy enablemultiple traffic shapers can be mainly attributed to two dast
maximum peak reduction with low impact on network flowsFirst, at any timet of the simulation, a flow traversing
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Shaper pairs the time difference of these shapers has only moderate impac

Figure 10: The impact of two traffic shapers in the path
of bulk flows: In most of our simulations the end-to-end

performance loss for flows is substantial. performance loss is rather small. While two shapers in the
same time zone cause an average 58% loss in performance,

2 100 - spacing them by 3 hours decreases performance by only an
S g% T additional 2%. A time shift of 12 hours results in an average
£ 60% D g total performance loss of 69%.
£ ’ S S To understand why most of the performance loss occurs
= 0% g Same time apart ——— T even when the two traffic shapers are in the same time zone,
g 20% [ 1S hours gggg -------- T we took a closer look at the behavior of our week-long bulk
T 0w - : : TCP flow when it traverses only a single traffic shaper.
w 25 50 75 100

We found that the flow’s throughput shows extreme diurnal
patterns: the throughput is very high during a short timéguokr
ically between midnight and early morning, and it's low
ring the rest of the day. The reason for such extreme diurna
atterns is that, as the total bandwidth available to loigfjiy
flows decreases due to diurnal patterns in best-effort ¢raffi
low-priority flows find it hard to complete and their number
increases. As this happens, there are increasingly more low

riority flows competing for less bandwidth, causing fres-
w available bandwidth to decrease even faster, resulting in
tremely pronounced diurnal patterns in per-flow throughp
fact, we found that more than 90% of the flow's bytes are
transferred during short peak periods, which account fss le

Shaper pairs

Figure 11: Impact of time zone offset on performance: i
Compared to two traffic shapers located in the same time zo

topologies with 3, 6, and 12 hours time difference between tg
shapers lose performance only moderately.

two traffic shapersS; and Sy is limited to using only the
minimum bandwidth allowed by each traffic shaper at ti
t. However, the sum of these minimum bandwidths over t
entire simulation time can be lower than the total bandwid
available at either of the two traffic shapers during the sane
time.

The second limiting factor is that TCP congestion contr an 10% of the flow’s duration
may prevent the flow from fully using the full bandwidth . ' '
available at any time. In fact, prior work [15] has shown that When our long-running bulk flow traverses two traffic

a long TCP flow traversing two or more bandwidth bottlenecky'2Pers, its throughput will have characteristic _peakqulgsn .
(e.g., caused by congestion or in our case traffic shape each one of these shapers. If the peak periods coincide,
suffers a severe drop in throughput when competing wit flow will be able to transfer a considerable amount of

shorter flows traversing only a single bottleneck (or shape ellta.llHowever,fsmcE the_ %ea_k ||c_Jker:ods are short, a rr]narg;]nal
We quantify the relative contribution of these two factamns im|sa|g?fmenr: ol peak perio hs IS likely to occur even V\If].ent €
detail in a longer tech report [25]. two traffic shapers are in the same time zone. In this case,

the end-to-end throughput drops considerably. At this fpoin
C. Impact of traffic shaping across time zones most of the damage has been done and increasing the time
We now quantify the performance loss caused by traffé@ne difference does not result in a large additional thinpug
shapers located in different time zones. The diurnal padtef reduction. A more detailed explanation of this phenomenon
these traffic shapers will be offset. As a result, since boliegl can be found in our longer technical report [25].
can only use the minimum end-to-end bandwidth available atTo avoid the negative global effects that arise when transit
any time ¢, we expect an additional reduction in the endng through multiple traffic shapers, one could break up TCP
to-end bandwidth available to bulk flows, with consequemtansfers along an end-to-end path into multiple smallePTC
additional performance loss. In Figure 11, we show the entlansfers, each spanning a path segment containing only one
to-end performance loss when the two shapers are in the sdmaffic shaper. In this case, the data would have to be stored
time zone, and when they are 3, 6, and 12 hours apart. \Aled forwarded at intermediate routers along the path using
also show the average performance loss across all link pagshniques similar to the ones presented in [22]. Our longer
in Table II. technical report [25] presents a detailed investigatiorihef
Interestingly, while the performance loss does increasle wieffectiveness of store-and-forward techniques in thisiade
the time zone difference between traffic shapers, the additi and quantifies the required storage.
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