Machine learning and data mining applications involve iterative applications for large clusters of commodity machines. Most work designed to ease the development of scalable data-intensive applications involves iterative computations over large datasets, such as the Web hyperlink structures and social network graphs. Yet, the MapReduce model does not efficiently support this important class of applications. The architecture of MapReduce, most critically its dataflow techniques and task scheduling, is completely unaware of the nature of iterative applications; tasks are scheduled according to a policy that optimizes the execution for a single iteration which wastes bandwidth, I/O, and CPU cycles when compared with an optimal execution for a consecutive set of iterations.

This work presents iHadoop, a modified MapReduce model, and an associated implementation, optimized for iterative computations. The iHadoop model schedules iterations asynchronously. It connects the output of one iteration to the next, allowing both to process their data concurrently. iHadoop’s task scheduler exploits inter-iteration data locality by scheduling tasks that exhibit a producer/consumer relation on the same physical machine allowing a fast local data transfer. For those iterative applications that require satisfying certain criteria before termination, iHadoop runs the check concurrently during the execution of the subsequent iteration to further reduce the application’s latency. This paper also describes our implementation of the iHadoop model, and evaluates its performance against Hadoop, the widely used open source implementation of MapReduce. Experiments using different data analysis applications over real-world and synthetic datasets show that iHadoop performs better than Hadoop for iterative algorithms, reducing execution time of iterative applications by 25% on average. Furthermore, integrating iHadoop with HaLoop, a variant Hadoop implementation that caches invariant data between iterations, reduces execution time by 38% on average.

I. INTRODUCTION

We live in a digital world where data sizes are increasing exponentially. By 2007, the digital universe was estimated at 281 exabytes, and it is expected to experience more than a tenfold growth by 2011 [15]. Data are being generated at unprecedented scale and rate. This has a direct effect on the scale of datasets that need to be processed, with volumes varying from many terabytes to a few petabytes. For example, analyzing the hyperlink structure of the Web requires processing billions of Web pages, mining popular social networks involves millions of nodes and billions of edges, multidimensional astronomical data are collected at rates exceeding 100 GB/day [24], and Facebook is hosting over 260 billion images [2]. This explosion of available data has motivated the design of many scalable frameworks [18], [12] to face the challenges presented when processing and analyzing those sizes. Distributed and parallel data analysis frameworks have several common traits, but most notably, they aggregate computing power from the available computing infrastructure to perform large scale data processing.

MapReduce is a large scale data-intensive processing framework that scales out to thousands of commodity machines [12]. With MapReduce, developers can focus on their domain-specific tasks, while the framework is responsible for low-level system issues such as job scheduling, load balancing, synchronization, and fault tolerance which is critical for long-running jobs. Developers need to implement two functions, map and reduce, and do not need to be concerned about the failures of unreliable commodity machines, or complicated parallelism and synchronization constructs. MapReduce is used in many applications such as indexing [23], data mining [30], [21], and machine learning [7], [37]. Compared to other approaches for large scale processing, e.g., parallel databases and grid computing, MapReduce is more scalable and more suitable for data-intensive processing [10]. Its ease of use is best reflected by its increasing popularity; Hadoop [16], an open source implementation of MapReduce, has been adopted by several enterprises such as Yahoo!, eBay, and Facebook [36]. It follows the basic architecture and programming model initially introduced by Google’s MapReduce [12].

Iterative computations represent an important class of applications. They are at the core of several data analysis applications such as PageRank [3], k-means, Hyperlink-Induced Topic Search (HITS) [22], and numerous other machine learning and graph mining algorithms [31], [44], [34]. These applications process data iteratively for a pre-specified number of iterations or until a termination condition is satisfied. The output of an iteration is used as input to subsequent iterations.

Given the massive sizes of data and the importance of iterative computations, we need a scalable solution to efficiently apply iterative computations on large scale datasets. On one hand, the MapReduce framework scales to thousands of machines, but on the other hand, it was not designed to run iterative applications efficiently. Since a series of iterations can be represented as two or more back-to-back MapReduce jobs, developers can use a driver program to submit the necessary
This work presents iHadoop, a modification of the MapReduce framework optimized for iterative applications. iHadoop modifies the dataflow techniques and task scheduling of the traditional MapReduce model, to make them aware of the nature of iterative computations. iHadoop strives for better performance by executing iterations asynchronously, where an iteration starts before its preceding iteration finishes. This is achieved by feeding the output of an iteration (as it progresses) to the following one, which allows both to process their data concurrently. Extra care is taken to preserve the MapReduce design principle of transparent fault tolerance, even with asynchronous iterations. iHadoop also modifies the task scheduler so as to schedule tasks that exhibit a producer/consumer relation of consecutive iterations on the same physical node where the cost of inter-iteration data transfer is minimal. Since iterations are running asynchronously with iHadoop, its task scheduler decides when it is optimal to schedule a certain task.

Some applications need to check the termination condition between every two consecutive iterations $I_k$ and $I_{k+1}$. If the application converges after $n$ iterations, the termination condition is satisfied only once out of $n$ times. iHadoop runs this termination check in the background after starting iteration $I_{k+1}$ asynchronously, speculating that the condition will not be satisfied after the completion of iteration $I_k$. If it turns out to be satisfied, iteration $I_{k+1}$ is immediately terminated; this results in wasted computation, but it is insignificant compared to the performance gains achieved by asynchronous iterations. If the condition is not satisfied, $I_{k+1}$ will have made considerable progress by the time the check concludes as we show experimentally in Section VI-B2. Figure 1 visually shows the difference between the execution pipelines of synchronous and asynchronous iterations, in the presence of termination checks.

This work makes the following main contributions:

- It introduces iHadoop, a modified version of the MapReduce model that allows iterations to run asynchronously. iHadoop also schedules the termination check, if needed, concurrently with the subsequent iteration. This results in greater parallelism at the application level and better utilization of resources.
- It modifies the MapReduce task scheduler to be aware of the asynchronous behavior. iHadoop takes advantage of inter-iteration locality and schedules the tasks that have strong dataflow interaction on the same physical node whenever possible.
- It presents an associated implementation of the iHadoop model, and describes issues encountered while tuning the performance of asynchronous iterations.
- It presents an experimental evaluation of iHadoop along with a performance comparison with Hadoop, using real and synthetic datasets.

The remaining of this paper is organized as follows. Section II gives an overview of the MapReduce framework—readers familiar with MapReduce can skip this section. Section III discusses the related work. We present the design of iHadoop in Section IV followed by a discussion of its implementation in Section V. We evaluate the performance of iHadoop in different settings in Section VI. Finally, we conclude in Section VII.

II. MAPREDUCE FRAMEWORK

MapReduce, introduced by Dean and Ghemawat in 2004, is a framework for large scale data processing using commodity clusters [12]. Its simple programming interface can support a broad range of applications. The framework transparently distributes data, allocates tasks, and parallelizes computations across cluster nodes in a shared-nothing architecture. It is extensively used in large scale data centers such as those operated by Google, Facebook, and Amazon.com.

The programming model adopted by MapReduce is inspired by functional programming. The framework defines two primitives to be implemented by the user: map and reduce. These two primitives have the following signatures:

$$\text{map} : (k_1, v_1) \rightarrow [(k_2, v_2)], \text{reduce} : (k_2, [v_2]) \rightarrow [(k_3, v_3)]$$

The map function is applied on every $(k_1, v_1)$ pair and produces a list of intermediate $(k_2, v_2)$ pairs. The reduce function is applied on all intermediate pairs with the same key and outputs a list of $(k_3, v_3)$ pairs.

A MapReduce execution passes through three phases: Map, Shuffle, and Reduce. In the Map phase, every map task applies the map function on its input split. There is no ordering requirements for the input of the Map phase, i.e., a map task can process any part of the input. In the Shuffle phase, the reduce tasks copy and sort their respective parts of the intermediate outputs produced by all map tasks. In the Reduce phase, the reduce tasks apply the reduce function on their
inputs to produce the output of the MapReduce job. In contrast to the Map phase, the Reduce phase has ordering requirements, i.e., a reduce task cannot apply the reduce function on its input unless the respective parts of all the map tasks’ outputs are ready and sorted.

III. RELATED WORK

This section reviews models and systems related to iterative large scale processing.

A. Iterative MapReduce Implementations

There are many implementations of the MapReduce model [16, [11], [40], [27], [17], [39], [33], [6]. The following describes the MapReduce systems that optimize the framework for iterative applications.

HaLoop [4] is a modified version of Hadoop that supports iterative large scale applications. HaLoop caches and indexes loop-invariant data on local disks, for iterative applications that follow the construct \( R_{i+1} = R_0 \cup (R_i \times L) \), where \( R_0 \) is the initial result and \( L \) is an invariant relation. HaLoop modifies the task scheduler to reassign to each node the set of tasks that were assigned to it in earlier iterations. This reduces significantly the amount of data that need to be shuffled between the map and the reduce tasks of the same iteration. For those iterative applications that require a termination check, HaLoop introduces **fixpoint evaluation** by comparing, in a distributed manner, the current iteration output with the cached output of the previous iteration. However, this evaluation is limited only to those iterative algorithms where the convergence criteria depend only on the output of the two most recent iterations.

Twister [14] is a stream-based MapReduce implementation that supports iterative applications. It uses a publish/subscribe messaging infrastructure configured as a broker network for sending/receiving data to/from tasks and daemons. Twister configures the tasks to load the data from disks once whenever they start. To avoid repeatedly reloading data in every iteration, Twister uses long running map/reduce tasks, i.e., it does not initiate new map and reduce tasks for every iteration. In case of failures, the entire computation is rolled back few iterations to the last saved state. Twister is based on the assumption that datasets and intermediate data can fit into the distributed memory of the computing infrastructure, which is not the case for clusters of commodity machines where each node has limited resources.

iMapReduce [43] also provides a framework that can model iterative algorithms. It uses **persistent tasks** and keep all the tasks alive during the whole iterative process. iMapReduce keeps a one-to-one mapping between the map and the reduce tasks and its task scheduler assigns statically every map task and its corresponding reduce to the same worker. The reduce tasks only produce dynamic data, which are afterwards joined with the static data by the map tasks. This allows iMapReduce to run the map tasks of the subsequent iteration asynchronously while the reduce tasks has to wait until all the map tasks of the same iteration are finished. iMapReduce’s static scheduling policy and coarse task granularity can lead to an unoptimized resource utilization and load unbalancing. In case of a failure, the computation is rolled back to the last saved state. iMapReduce optimizations are limited to those applications where every iteration corresponds to exactly one MapReduce job/step. In cases where the map and reduce functions have different keys, iMapReduce has to start the map tasks of the following iteration synchronously.

Unlike the previous systems that use a static mapping between tasks and nodes, which can lead to load unbalancing, iHadoop uses a dynamic scheduling policy. The use of persistent/long-running tasks, like in Twister and iMapReduce, limits some resources of the infrastructure to a certain job even if they remain idle. This requires that the computing infrastructure can accommodate all the persistent tasks simultaneously, and puts a limit on the number of the MapReduce jobs that can run concurrently. iHadoop does not persist tasks for the following iteration: since with large scale datasets, the runtime optimizes the task granularity so that the time it takes to create, destroy, and schedule tasks is insignificant compared to the time required by each task to process its input. iHadoop is the first to our knowledge to execute asynchronously the map and reduce tasks of the following MapReduce job in an iterative process without any limitations on the supported iterative applications: Any iterative MapReduce application can run over iHadoop with the asynchronous iterations optimization.

B. Frameworks Based on MapReduce and Alternatives

Many systems have been built on top of Hadoop, such as HadoopDB [1], Hive [35], Pig [29], Pegasus [21] and Apache Mahout[25]. Similarly, FlumeJava [5] builds an optimized execution plan using Google’s MapReduce implementation. Unlike iHadoop, these systems do not leverage the possible inter-iteration optimizations that can be applied to iterative algorithms.

Kambhatla et al. [20] worked around the global synchronization overhead between the Map and the Reduce phases in the MapReduce model. They extended the model with the notion of partial synchronization, where they apply locality-enhancing partitioning scheme and relax the strict synchronization on inter-components edges. Their technique is targeted at the class of computations where violating global synchronization will not threaten the correctness of the computation.

The dataflow between successive iterations in this work is similar to the technique presented by MapReduce Online [8] which adds a pipelining functionality to Hadoop to allow "early" "early" output estimation. However, in MapReduce online, the data that are being passed from a MapReduce job to the next represent snapshots of the computation and the second MapReduce job has to be recomputed from scratch once the first job finishes.

Pregel [26] is a distributed system designed for processing large graph datasets but it does not support the broad class of iterative algorithms that iHadoop does. Spark [42] supports iterative and interactive applications while providing scalability
A. Dependencies in MapReduce processing

Figure 2 shows some of the dependencies observed in the execution of a typical iterative application in MapReduce. Only the dependencies relevant to our work are shown.

**Execution Barrier:** where execution of a phase has to wait until the execution of an earlier phase is completely finished (synchronization). For example, there is an execution barrier between Map and Reduce phases in every MapReduce step.

**Data Dependency:** where the output of one phase is delivered as input to the next phase. There is a data dependency between the Reduce phase of iteration \( I_k \) and the Map phase of iteration \( I_{k+1} \). Similarly, when the application requires a termination check, there is a data dependency between the Reduce phase of iteration \( I_k \) and the termination check \( C_k \).

**Control Dependency:** which determines if the computation should proceed. There is a control dependency between the termination check \( C_k \) and the Map phase of iteration \( I_{k+1} \).

B. Asynchronous Iterations

Every map task is associated with an input split stored in the distributed file system. Across a sequence of iterations, the input split for each map task can be either a part of the output of the immediately preceding iteration, or a part of static data or the output of an earlier iteration (not the immediately preceding).

For an input split of the latter case, the corresponding map task can start, with no changes in the MapReduce dataflow, asynchronously with the previous iteration since its data are already available in the distributed file system (DFS). The following discussion is concerned with those map tasks that consume parts of the output of the previous iteration as their input splits. With the typical MapReduce dataflow, those map tasks will have to wait until their input splits are available in the DFS, i.e., until the previous iteration is completely finished.

A mapper of \( I_{k+1} \) can process any part of the input data in any order. There is no execution barrier between the Reduce phase of \( I_k \) and the Map phase of \( I_{k+1} \) despite the data dependency; there is nothing in theory that prevents mappers of \( I_{k+1} \) from progressing whenever input data are available, even while the reducers of \( I_k \) are still processing their inputs and emitting their outputs. Therefore, we propose that the output of \( I_k \) can be fed as input to the mappers of \( I_{k+1} \). Figure 3 shows how the data dependency between the Reduce phase of iteration \( I_k \) and the Map phase of iteration \( I_{k+1} \) is converted into a communication channel.

With asynchronous iterations, every reducer opens two streams: (1) a stream to the underlying file system, similar to MapReduce, to maintain the same fault tolerance model of MapReduce, and (2) a socket stream to mappers of a following iteration, used for direct transfer of the inter-iteration data.

C. Concurrent Termination Checking

Figure 2 shows that a termination check at the end of iteration \( k \), \( C_k \), is involved in two types of dependencies:

- **Data dependency** with the Reduce phase of the previous iteration \( I_k \); this data dependency can be handled in a way similar to the data dependency between that Reduce phase of \( I_k \) and the Map phase of \( I_{k+1} \).
• \textit{Control dependency} with iteration $I_k+1$.

If the iterative application will eventually run for $n$ iterations, the termination condition will not be satisfied for the first $n-1$ iterations, and will only be satisfied at the last one. iHadoop speculates that the termination condition will not be satisfied for every iteration, and thus the next iteration can immediately start without delay. In the asynchronous setup, described earlier and shown in Figure 3, iteration $I_{k+1}$ ignores the control dependency and starts even while iteration $I_k$ is running. Whenever $C_k$ is checked and found satisfied (i.e., iterative computation has to stop), the iHadoop framework sends a termination signal to $I_{k+1}$ cleaning up all the tasks belonging to it.

iHadoop runs the termination check in the background concurrently with asynchronous iterations. For $n-1$ out of $n$ iterations, iHadoop takes advantage of the correct speculation that allows the next iteration to make significant progress upon the completion of the earlier iteration. Although the following iteration will be useless if the condition is satisfied, this is insignificant compared to the time savings asynchronous iterations can achieve. Section V discusses when precisely the termination condition gets checked.

\subsection*{D. Task Scheduling}

Every reduce task of iteration $I_k$ feeds its output to one or more map tasks of iteration $I_{k+1}$. The iHadoop task scheduler takes advantage of this inter-iteration locality by scheduling tasks that have a direct data dependency on the same physical machine. Map tasks of the first iteration are scheduled using MapReduce’s default task scheduler. For subsequent iterations, the iHadoop task scheduler tries to schedule a reduce task and its associated set of map tasks (those tasks that exhibit a producer/consumer relation) on the same physical machine.

While the MapReduce task scheduler tries to schedule map tasks on a machine that has a local replica of its assigned input split, the iHadoop task scheduler achieves the same goal since a map task will receive its input split streamed from a reduce task running on the same physical machine. With large clusters, network bandwidth is a relatively scarce resource and the iHadoop task scheduler strives to reduce the network traffic and hence the overall execution time. If iteration $I_{k+1}$ has parts of its input that are not produced by iteration $I_k$ (like static data in the DFS), iHadoop task scheduler schedules the map tasks that will be processing these data according to the default MapReduce policy.

MapReduce implementations have traditionally considered where computations (tasks) should be executed (i.e., on which node). Since iHadoop supports asynchronous iterations, it raises a new factor that should be taken into consideration by implementations, namely \textit{when} to schedule tasks for optimal execution. We discuss this in more detail, in the context of our implementation, in Section V-A.

\subsection*{E. Fault Tolerance}

For systems with many commodity machines, failures should be treated as the normal case rather than the exception [38], and thus MapReduce was designed to tolerate machine failures gracefully.

iHadoop builds on top of MapReduce’s fault tolerance mechanism; it handles the following two additional failure scenarios in the context of the asynchronous iterations:

• failures of in-progress reduce tasks that are streaming their outputs to one or more map tasks of the immediately following iteration, and

• failures of map tasks that are consuming their input directly from a reducer of the immediately preceding iteration.

Upon failure of an in-progress reduce task, iHadoop restarts in-progress map tasks that are receiving input from the failed reducer, whereas completed map tasks do not have to be re-started. Since the reduce operator is deterministic, we only need a deterministic reduce-to-map partitioning scheme to ensure that each map task of the subsequent iteration will process the same input in case of a reduce task restart.

Every reduce task in asynchronous iterations sends its output to the set of linked mappers of the following iteration and to the distributed file system. Upon failure of a map task that is consuming its input directly from a reducer that did not fail, iHadoop restarts the map task but its input is retrieved in this case from the distributed file system if it is ready. Otherwise, the map task waits until the input is ready in the distributed file system.

\subsection*{F. Load Balancing}

Load balancing in MapReduce depends on two design issues. (1) \textit{Task granularity}: MapReduce launches a number of map and reduce tasks that far exceeds the number of worker nodes in the cluster. This improves the dynamic load balancing by being able to allocate an approximate equal share of the work to each node. (2) \textit{Dynamic scheduling}: Each worker updates the master with its current load and available resources periodically. The master uses this information to schedule tasks dynamically wherever there are available resources.

iHadoop load balancing inherits its behavior from MapReduce. iHadoop does not require any changes to the task granularity. However, the iHadoop task scheduler tries to schedule every pair of tasks that exhibit a producer/consumer relation together on the same physical machine. Ideally, every reduce task of iteration $I_k$ will have an equal share of the work and will be producing an equal share of the output, which will result in an equal share of work to the map tasks of iteration $I_{k+1}$. As an extension to improve the load balancing for an iterative application over iHadoop, a map task of iteration $I_{k+1}$ can be scheduled to run on any less loaded worker node. But in the later case, its input will be streamed over the network rather than the fast local inter-process transfer.

\section*{V. iHADOOP IMPLEMENTATION}

iHadoop is built on top of Hadoop [16]. This section discusses some optimizations and issues encountered when implementing iHadoop.
A. Reducer Early Start

iHadoop’s task scheduler is optimized to launch tasks in a manner which achieves better utilization of resources. We denote a reducer from iteration $I_k$ that is in the phase $P$ by $R_{k,p}$. A reducer $R_{k,Reduce}$ applying the reduce function on its input will be streaming its output to mappers of iteration $I_{k+1}$. In this scenario, a reducer $R_{k+1,Shuffle}$ of iteration $I_{k+1}$ can start collecting the intermediate outputs of the mappers of iteration $I_{k+1}$ as they finish. We call this optimization reducer early start where reducers of two consecutive iterations $I_k$ and $I_{k+1}$ are processing and shuffling, respectively, their input at the same time.

Figure 4 shows this optimization in action. As reducers of iteration $I_9$ are streaming their outputs to mappers of iteration $I_{10}$, the reducer early start will try to schedule reducers of $I_{10}$ to start collecting intermediate output from the mappers of $I_{10}$ as they finish. Note that by the time $I_9$ finishes, the mappers of $I_9$ have made significant progress and reducers of $I_{10}$ were able to collect much of the intermediate output.

A reducer starts the Shuffle phase by copying the intermediate output corresponding to its partition of the key space from all the map tasks. For reducers of iteration $I_{k+1}$ to be able to shuffle the outputs of the mappers of the same iteration efficiently, each reducer of iteration $I_k$ should be streaming its output to several map tasks of iteration $I_{k+1}$. We investigate this in more detail in the next subsection.

B. Reducer to Mappers Streaming

Figure 5 illustrates how streaming is implemented in iHadoop. The left hand side shows “1:1 streaming” where a reducer of $I_k$ is streaming all its emitted output to a single mapper of $I_{k+1}$. The reducer of $I_{k+1}$ has to wait until this mapper finishes before it can shuffle its intermediate output.

To mitigate the potentially long delay, iHadoop implements a “1:L streaming” mechanism where the reducer streams its intermediate output to $L$ linked mappers of $I_{k+1}$ in succession, each of which will receive an equal portion of that output and thus can potentially finish in $L$ times less than the case for “1:1 streaming”. This allows a reducer of $I_{k+1}$ to start collecting its input earlier. Notice that the reducer of $I_k$ still streams to one mapper at a time. The number of linked mappers, $L$, has to be chosen carefully so that the overhead of creating that number of mappers and new connection streams does not degrade overall performance; we investigate the effect of varying $L$ in Subsection VI.

C. Mapper JVM Reuse

To decrease the overhead of creating new connection streams between a reducer and the corresponding linked mappers of the following iteration, iHadoop reuses the same Java Virtual Machine (JVM) for these mappers. Before a reducer of iteration $I_k$ starts the Reduce phase, iHadoop’s task scheduler ensures that there is a mapper of iteration $I_{k+1}$ running on the same physical machine waiting to establish a socket connection with that reducer. Once a connection is established, the JVM will manipulate that connection as a shared object between subsequent map tasks. When the map task finishes, the JVM promptly requests the next map task to run, which will use the shared connection stream to read its input from the reducer.

After applying the map function on their inputs, mappers need to create partitions for every reducer and commit them to disk. These operations can take a long time and delay the flow of data from a reducer to the next linked mapper. To speed up this transition, every map task, after applying the map function, forks two threads: the first is a low priority thread that commits the intermediate output to local disk, and the other of higher priority is to run the next map task.

D. Concurrent Termination Check

A termination check $C_k$ typically runs after the conclusion of each iteration $I_k$. If this check is implemented as a MapReduce job, then a similar streaming technique (to the one discussed earlier from reducers of $I_k$ to mappers of $I_{k+1}$) can be adopted. This enables concurrent execution of an iteration and its termination check.

$C_k$ can generically be any user-defined program (i.e., not necessarily a MapReduce job), so the current implementation of iHadoop only launches the termination check $C_k$ after iteration $I_k$ commits its output to HDFS. In Subsection VI-B2 we measure the performance gains achieved from running asynchronous iterations while the termination check executes concurrently.

VI. EXPERIMENTAL EVALUATION

This section evaluates the performance of iHadoop, compares it to other variants that have different optimizations enabled, and discusses the experimental results.

A. Evaluated Systems and Setup

The implementation of iHadoop is based on Hadoop 0.20.2 which is the baseline to all the evaluated systems. Hadoop,
the baseline, uses a driver program that controls the execution of a sequence of iterations. If a termination check is required, this check is executed as a separate MapReduce job that is launched after the completion of each iteration. The \( x \) in \( \text{iHadoop}_x \) indicates features denoted by single letters: ‘a’ for ‘asynchronous’ and ‘c’ for ‘caching invariant data’ as listed in Table I. \( \text{iHadoop}_a \) uses asynchronous iterations and concurrent termination check. \( \text{iHadoop}_c \) caches invariant data between iterations. We used HaLoop to obtain results for this optimization. However, we keep the name ‘\( \text{iHadoop}_a \)’ for the sake of consistency. Since the optimizations introduced in this work are orthogonal to the caching optimization, \( \text{iHadoop}_{ac} \) is our implementation of the asynchronous iterations support while caching and indexing invariant data between iterations based on the HaLoop caching technique.

We ran the experiments on the two clusters described in Table II. Each cluster has a separate NameNode/JobTracker machine with 2.67 GHz Intel® Xeon® X5550 processor and 24GB of RAM. We used the two datasets described in Table III: LiveJournal\(^1\), and WebGraph\(^2\). All the results presented in this section are obtained without any node/task failures and no other user processes/jobs were concurrently running with our jobs on the clusters. By default, we set the number of reducers \( R \) to the number of the nodes in the cluster where we run the experiment. A maximum of 6 map tasks and 2 reduce tasks were configured per node. Unless otherwise stated, the output of each iteration is written to HDFS with replication factor of 3 upon its completion, the number of iterations is pre-specified with no termination check, and \( \text{iHadoop}_a \) and \( \text{iHadoop}_{ac} \) have the number of linked mappers \( L \) set to 5.

### Table I

<table>
<thead>
<tr>
<th>System</th>
<th>Iterative API</th>
<th>Asynchronous</th>
<th>Caching</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadoop</td>
<td></td>
<td></td>
<td></td>
<td>Baseline</td>
</tr>
<tr>
<td>( \text{iHadoop}_a )</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{iHadoop}_c )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( \equiv \text{HaLoop} )</td>
</tr>
<tr>
<td>( \text{iHadoop}_{ac} )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Cluster Configurations</th>
<th>Cluster(_1)_2</th>
<th>Cluster(_3)_6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>Total Cores</td>
<td>48</td>
<td>24</td>
</tr>
<tr>
<td>Threads/Core</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>RAM/Node</td>
<td>4GB</td>
<td></td>
</tr>
<tr>
<td>Processor</td>
<td>Intel® Xeon(^{®}) X7-2600</td>
<td></td>
</tr>
<tr>
<td>Network</td>
<td>1Gbit</td>
<td></td>
</tr>
</tbody>
</table>

Three iterative applications were used in the evaluation: PageRank (PR), Descendant Query (DQ), and Parallel Breadth-First Search (PBFS). These applications represent two different classes of iterative algorithms; PR and PBFS represent those algorithms where the input of an iteration is mainly the output of the preceding one, while DQ represents those where the input of an iteration depends on previous iterations along with the immediately preceding one. PR is a link analysis algorithm. Each iteration is represented as (i) a join operation between ranks and the linkage structure, followed by (ii) a rank aggregation step. The input for the join step is the output of the previous aggregation step and some (cachable) invariant data (e.g., linkage structure). The input for the aggregation step is the output of the previous join step only. PBFS is a graph search algorithm. Each iteration is represented by a single MapReduce job. The mappers of this job read the output of the earlier iteration, update the distance of each node, and emit the updated records to the reducers. For each node, the reducers set the smallest distance discovered so far. DQ is a social networking algorithm, each iteration is represented as (i) a join operation between vertices discovered from the previous iteration and the linkage structure, followed by (ii) a duplicate elimination step. The input for the join step is the output of the previous duplicate elimination step and some invariant metadata. The input for the duplicate elimination step is the output of the previous join step and the outputs of all previous duplicate elimination steps.

### Table III

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Nodes</th>
<th>Edges</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiveJournal</td>
<td>4,847,271</td>
<td>68,993,773</td>
<td>Social network</td>
</tr>
<tr>
<td>WebGraph</td>
<td>50,013,241</td>
<td>151,173,117</td>
<td>First English segment of ClueWeb09</td>
</tr>
</tbody>
</table>

### B. Results

1) Asynchronous Iterations Evaluation: PageRank. We ran PR on Cluster\(_1\)_2 for 20 iterations using the WebGraph dataset; Figure 6(a) represents the overall running time of the entire job, each iteration is comprised of both the join and aggregation steps of PR. Figure 7(a) illustrates the average execution time per iteration, normalized to the baseline.

The results indicate that \( \text{iHadoop}_a \) performs significantly better than Hadoop, reducing the average running time to 78% due to using asynchronous iterations. \( \text{iHadoop}_{ac} \) adopting the caching of invariant data, is able to reduce the running time to 74%. The combination of asynchronous iterations and caching, featured in \( \text{iHadoop}_{ac} \), exhibits the best performance of 60% of the baseline execution time. The asynchronous behavior of \( \text{iHadoop}_{ac} \) reduces the running time to 81% when compared to \( \text{iHadoop}_c \).

Descendant Query. Figures 6(b)–7(b) show the performance of running DQ on Cluster\(_4\) for 20 iterations using the LiveJournal dataset. \( \text{iHadoop}_a \) and \( \text{iHadoop}_{ac} \) had \( L \) set to 4 in this experiment since the amount of output that each reducer produces in DQ are relatively smaller. \( \text{iHadoop}_a \) reduces the total running time to 79% compared with Hadoop. \( \text{iHadoop}_{ac} \) achieves a similar improvement of 81% over Hadoop. Moreover, \( \text{iHadoop}_{ac} \) reduces the total run time to 62% of the baseline.

---

\(^1\)http://snap.stanford.edu/data/soc-LiveJournal1.html

\(^2\)http://lemurproject.org/clueweb09.php/
In DQ, as the number of iterations increases, the input size for one iteration is dominated by the outputs of earlier previous iterations rather than the immediately proceeding iteration. For iteration $I_{k+1}$ in iHadoop and iHadoopac, the ratio of data that is being transferred via local streaming (the output of iteration $I_k$) compared to the data that is being transferred from HDFS (the outputs of iterations $I_{k-1}, I_{k-2}, \ldots$) is getting smaller as the iteration number increases. This mitigates the effect of the fast local data transfer. This demonstrates that starting an iteration earlier has a larger effect on the time savings achieved by iHadoop and iHadoopac compared to the fast local data transfer between a reducer and its linked mappers.

**Parallel Breadth-First Search.** Figure 6(c)–7(c) show the performance of PBFS on Cluster12 for 20 iterations using the WebGraph dataset. iHadoop reduces the total running time to 78% compared with Hadoop. This experiment is missing the values for iHadoop and iHadoopac, since we cannot apply the caching techniques to a “one-step” PBFS since each iteration reads the whole graph and generates an updated version of the graph as a whole.

Overall, the results for these applications show clearly that asynchronous iterations significantly improve the performance of iterative computations, under different configurations that use a variety of optimization settings.

2) **Concurrent Termination Check:** To measure the performance gain that iHadoop achieves when termination checking is performed concurrently with the subsequent iteration, we ran PR on Cluster6 using the LiveJournal dataset with a user-defined termination condition that was satisfied at the end of the ninth iteration. Figure 8 compares the performance of Hadoop and iHadoop. The shaded blocks indicate the execution time of the iterations while the white ones indicate the execution time of the termination check. Since the check is always performed concurrently with the iterations, it was never featured in iHadoop. As a side effect of the concurrent execution, a portion of the tenth iteration was already performed when the condition was finally satisfied. We call this portion *wasted computation*. The black block in Figure 8 represents the time iHadoop spent after the ninth iteration in (a) the termination check and (b) wasted computation. We quantify the wasted computation by subtracting the average termination check time from the total time spent after the ninth iteration. However, the wasted computation is less than 5% of the total running time. Running the termination check
### 4) iHadoop Performance Tuning: Number of Linked Mapper

As discussed in Section V-B, the number of linked mappers per reducer \(L\) can be critical to \(i\)Hadoop performance. While increasing \(L\) will increase the overhead of creating multiple mappers, it will also help reducers (of the same iteration of the linked mappers) collect intermediate data faster as mappers finish. Figure 10(a) illustrates the effect of varying \(L\) on the total execution time of 5 iterations of PR using the LiveJournal dataset on Cluster6. From the figure, \(i\)Hadoop\textsubscript{ac} performs best at \(L = 5\) for PageRank with the LiveJournal dataset. The optimal value for \(L\) depends on the amount of data every reducer generates.

#### Network vs. Local Streaming

\(i\)Hadoop’s task scheduler exploits inter-iteration locality by scheduling tasks that exhibit a producer/consumer relationship on the same physical machine. This local data transfer is faster and saves bandwidth. In Figure 10(b), we compare, using PR on Cluster\textsubscript{12} over the LiveJournal dataset, the performance of \(i\)Hadoop\textsubscript{a} when forcing every reduce task to run on a machine other than those running its set of linked map tasks (network). In \(i\)Hadoop\textsubscript{a}, every reduce task sends its output to its linked map tasks over the network. Overall, \(i\)Hadoop\textsubscript{a} (network) was 9% faster due to the faster data transfer between reducers and their linked mappers and the overall savings in bandwidth.

**Skipping HDFS.** Every MapReduce step in \(i\)Hadoop and \(i\)Hadoop\textsubscript{ac} writes its output to HDFS, and concurrently streams this output to the mappers of the following iteration. For PR and BPFS, with pre-specified number of iterations, outputs are never read back from HDFS in case of no failures. Skipping writing iteration’s output to HDFS can significantly improve the performance. However, it has implications on the fault tolerance model of \(i\)Hadoop. Checkpointing the output of the computation to HDFS every \(n\) iterations is one way to speed up an iterative application running time, mitigating the negative effect on fault tolerance. The experiments show that for PR, skipping writing to HDFS makes an iteration of \(i\)Hadoop\textsubscript{a} 15% faster on average. This reduces the normalized average iteration time of \(i\)Hadoop\textsuperscript{a} presented in Figure 7(a) from 0.78 to 0.67. In \(i\)Hadoop\textsubscript{ac} the reduction reaches 31% per iteration. This reduces the normalized average execution from 0.60 to 0.43. Modifications are required to roll back iterative computations to the last saved state (i.e., the last committed output to HDFS) if a task fails. This kind of deployment can be practical for clusters with high reliability, or those that wish to minimize disk space usage or disk power consumption.

\(i\)Hadoop applies the optimizations presented in this work to iterative applications only. We ran several non-iterative applications (e.g., word count, Pi Estimator, and grep) using \(i\)Hadoop and compared the performance to \(Hadoop\). The overhead of our implementation on non-iterative algorithms is negligible.

### VII. Conclusion

MapReduce does not support iterative algorithms efficiently. Dataflow and task scheduling are unaware, and thus do not take advantage of the structured behavior of iterative algorithms. \(i\)Hadoop optimizes for iterative algorithms by modifying the dataflow techniques and task scheduling to allow iterations to run asynchronously. The MapReduce framework takes advantage of a large scale partitioned parallelism as it divides the input data into many input splits that are processed in parallel. Asynchronous iterations achieve significant performance gains since they introduce more parallelism on top of that already exploited by MapReduce; namely, they allow more than one iteration to run concurrently.

#### Table

<table>
<thead>
<tr>
<th>Cluster Size (Nodes)</th>
<th>Run Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1200</td>
<td>600</td>
</tr>
<tr>
<td>1500</td>
<td>900</td>
</tr>
<tr>
<td>1800</td>
<td>1200</td>
</tr>
<tr>
<td>2100</td>
<td>1500</td>
</tr>
</tbody>
</table>

#### Diagrams

- **Fig. 9.** Scalability tests
  - (a) Variable input size
  - (b) Variable cluster size

- **Fig. 10.** Performance tuning
  - (a) Varying \(L\)
  - (b) Network streaming
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