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Abstract

As wireless devices become more pervasive, mobile ad haeoriet are gaining importance, motivating the
development of highly scalable ad hoc networking techrsquie this paper, we give an overview of tiSafari
architecture for highly scalable ad hoc network routingd ave present the design and evaluation of a specific
realization of the Safari architecture, which we ddlsai We focus in this work on the scalability of learning and
maintaining the routing state necessary for a large ad htveonke. The Safari architecture provides scalable ad hoc
network routing, the seamless integration of infrastreetuetworks when and where they are available, and the
support of self-organizing, decentralized network aggtians. Safari’s architecture is based on (1) a self-omjagi
network hierarchy that recursively groups participatirages into an adaptive, locality-based hierarchy of cells;
(2) a routing protocol that uses a hybrid of proactive anctiea routing information in the cells and scales to
much larger numbers of nodes than previous ad hoc netwotkingoprotocols; and (3) a distributed hash table
(DHT) grounded in the network hierarchy, which supportset@i@lized network services on top of Safari. We
evaluate the Masai realization of the Safari architectbreugh analysis and simulations, under varying network
sizes, fraction of mobile nodes, and offered traffic loadsm@ared to both the DSR and the L+ routing protocols,
our results show that the Masai realization of the Safarhiggcture is significantly more scalable, with much

higher Packet Delivery Ratio (PDR) and lower overhead.

. INTRODUCTION

In an ad hoc network, individual, potentially mobile nodesoperate to form a network without
the aid of existing infrastructure such as wireless basgostor access points. Instead, each mobile
node acts not only as a host but also as a router, forwardingepsafor other mobile nodes, to allow
nodes to communicate even if they are not directly withinaadansmission range of each other. This

infrastructure independence makes ad hoc networks vefyluisemany scenarios such as disaster relief



efforts, battlefields communications, and network coniggtin economically disadvantaged areas of the
world.

With the rapid proliferation of wireless devices, the usedfhoc networking is expected to grow, and
with it, the size of ad hoc networks that may be created. Atshme time, the field of decentralized,
self-organizing distributed systems has seen significdmtirgces in recent years and has opened new
alternatives in providing ad hoc network services. Work bese two areas has in the past proceeded
largely independently. OuBafariarchitecture brings together these two areas, aiming aieframework
for protocols and algorithms that provides large-scale @a fretwork connectivity, seamlessly integrated
with infrastructure networks when and where they are abbilasupporting mobile and stationary nodes,
together with decentralized network services. Safari @iplsynergies among ad hoc networking and
decentralized distributed systems research.

In this paper, we give an overview of o8afariarchitecture, and we present the design and evaluation
of a specific realization of the Safari architecture, whicé @all Masai We focus in this work on the
scalability of learning and maintaining the routing staecessary for a large ad hoc network. Masai
consists of a scalable routing protocol and an automatfeosganizing hierarchy formation protocol on
which the routing is built. Routing of packets in the netwdaskguided by this hierarchy, and is capable
of scaling to large numbers of mobile nodes. We assume thdésnm the ad hoc network are willing
to cooperate with each other. Many nodes may be power camstabut for example, stationary nodes
may not be; we strive, however, to make the protocol efficierits network usage, as doing so conserves
network bandwidth as well as power.

The Masai realization of our Safari architecture is basedyémeral on the concept dandmark
routing [36], [35], [37] and has similarities to existing protocdlsat apply landmark routing to ad hoc
networks, such as LANMAR [27] and L+ [9]. However, unlike fgeprevious systems, Masai iswgbrid
protocol, carefully combining proactive and reactive ngtmechanisms to substantially increase the
network’s scalability and the protocol’s ability to sucsksly deliver data packets with very low overhead
in spite of high node mobility. We provide a detailed dis¢ossof this and other differences between the
Masai realization of Safari and previous systems in Secd#ibn

Our evaluation in this paper is based on both analysis andlation, under different network sizes,
percentage of mobile nodes, and workloads. Our simulatesults demonstrate that the protocol is

significantly more scalable than existing protocols.



In Section Il of this paper, we describe our Safari architeet The design of the Masai realization of
the Safari architecture is presented in Section lll, intigdhe protocols for hierarchy self-organization
and routing. In Section 1V, we present modeling and analyessilts of the Masai realization of Safari,
and in Section V, we give detailed simulation-based peréoroe results for Masai. In Section VI, we

discuss related work in the area of scalable ad hoc netwgridnd we conclude in Section VII.

[I. OVERVIEW OF THE SAFARI ARCHITECTURE

In this section, we provide an overview of the Safari arattitee. Safari provides a self-organizing
network hierarchy, a scalable routing protocol, and sessniategration of infrastructure network compo-
nents where and when available. Safari also includes agrated distributed hash table (DHT) service,
which supports decentralized network services and agpita This hierarchical structure allows routing
in the Safari architecture to be based on a hybrid of proaaivd reactive routing information, greatly
increasing the network’s scalability. Any node in the Sa#achitecture may be mobile or stationary.

The Safari hierarchy recursively groups nodes into cekdlsanto supercells, and so on, based on
an automatic self-selection of a subset of the nodes to tgpam“landmarks” [36], calledrumsin the
Safari architecture. Each drum node transmits peribgd&conpackets, which are forwarded by all nodes
within a well-defined, limited scope in the network. The deuare not otherwise actively involved in
routing data packets from any source node to its destinatimtead, hearing the beacon packets from
drums gives nodes forwarding data packets “a sense of @iréavithin the network topology of the
hierarchical Safari architecture.

In general, fork > 0, levelk cells in Safari are grouped into levét-+1) cells, and so on, within the
recursively defined hierarchy; for simplicity of terminghg we refer to individual nodes as level-0 cells.
The lowest level at which drums exist is at level 1; individnades at level O dmot operate as drums.
We refer to level-1 cells also dandamental cellsas at this level, the cell is composed only of individual
nodes.

The drums are likewise organized hierarchically, with asattof the individual nodes self-selecting
to become level-1 drums, and recursively, a subset of lewklims self-selecting to become leviéh-1)
drums. Each levek-drum is at the same time also a levatrum for all levelsi < k. Each drum has
a unique identifier, and each drum at levaetentifies a cell at level. The drum selection is based on
a distributed algorithm with no centralized coordinatidiodes of the same level are roughly equally

spaced (in terms of hop counts) throughout the entire ad btwank. As nodes, including possibly drum



nodes, move within the network, the hierarchy is maintaitedugh the beacon packets and the automatic
self-selection of nodes to operate as drums; over time, éh®fsnodes that are currently drums is not
fixed.

Overall, the periodic beacon packets from each drum nodehadhierarchy formation, give nodes
an indication of their topological location within the héechy, and provide routing informaticloward
the drum’s cell. As noted above, the drums it have any special role in data packet forwarding, and
they are thus no more loaded with handling data packets tbamail nodes. The drum identifiers form
a topological location-dependent hierarchical addresgé&ch node, which the node stores under its own
unique identifier in the network using a distributed hashetd DHT); carefully choosing multiple storage
nodes improves robustness and efficiency of lookup.

To route a data packet, the packet is forwarded accordingedierarchical address of the packet’s
destination, routing recursively at each let@ivardsthe drum for the destination node’s cell. We assume
the existence of bidirectional wireless links. To route aodls a drum at a given level, packets in Safari
are routed following the reverse path of the most recentdreaeceived from that drum. Once the packet
reaches the fundamental cell of the destination, any @ffettaditional ad hoc network routing protocol
can be used, since the size of a fundamental cell is limited.

The Safari architecture owes its scalability to the follogvidesign features:

« Self-organization Beacons maintain the hierarchy, allow each node to deternis hierarchical
address, and provide next-hop routing information. The'tee®d for disseminating beacons is loga-
rithmic in the size of the network and independent of thefitdbad or the level of mobility.

« Scalable routingEach node maintains information about only the beaconsdthears, providing it
with next-hop routing information. The amount of state a exmdaintains is logarithmic in the size
of the network.

« Decentralized operatianThe Safari architecture is fully self-organizing. Pdagating nodes play
symmetric roles. All nodes equally share the load of diseatmg beacons.

« Local view Each participating node maintains a local view of its sunding network, with detailed
information about its immediate neighborhood and progvels more coarse-grained information
about distant parts of the network.

The following section details a particular realization loé tSafari architecture, which we call call Masai.

The design of Masai consists of specific protocols that pl@vheself organizatiorand scalable routing



TABLE |
SUMMARY OF ARCHITECTURAL COMPONENTS DESCRIBED IN THIS PAPER

Component Description Section
Beaconing Provides proximity and routes toward existingnts Section IlI-A
Drum Selection Provides automatic selection of drum nodes ectiéh I11-B
Cell Membership  Provides association between nodes andsdro form cells  Section 11I-C
Routing Provides routing between nodes in the network Sedtl-D

aspects of the Safari architecture. Specific protocolsifoviging distributed address resolution [10], [22],
a distributed hash table, and seamless integration of aijable infrastructure-based network components

are beyond the scope of this paper. The components desénlibs paper are summarized in Table I.

IIl. THE MASAI REALIZATION OF THE SAFARI ARCHITECTURE

Masaiis a specific realization of the Safari architecture; thitisa describes the four basic mechanisms
that make up this realization: theeaconing protocolthe drum level selection algorithnthe membership
algorithm, and thescalable routing protocol The first three mechanisms allow the network to self-
organize, achieving and maintaining the desired Safaratitical structure of the network, even under
node mobility, node failures, and partition and merging efworks. The fourth mechanism, the Masai
routing protocol, is composed of mechanisms for inter-pmliting, route repair in inter-cell routes, and

intra-cell routing.

A. Beaconing Protocol

Each drum periodically locally broadcasts to its neighbarseaconpacket advertising the drum’s
existence and providing location information. A beacorgimiating from a drum of leveh is called a
leveln beacon. Each beacon containbeacon sequence numbearbeacon levela hierarchical address
that equal those of the originating drum; anti@ count that is set to zero at the originating drum and
incremented by each forwarding node. As mentioned in Sedtjca leveln drum is also a level-drum
for all levelsi < n, and a drum thus originates beacons for all levels for whicis & drum. A drum
maintains a single beacon sequence number and incremdotseiach new beacon that it originates at
any level.

A drum at some leveh transmits a leveh beacon evenyl,, seconds, which is forwarded by all nodes
within D, number of hops from that drum. This forwarding rule allowsd@ns to reach all nodes that
could potentially associate with the originating drum adanog to the membership algorithm described

in Section IlI-C. Higher level beacons are emitted at a loWwequency than lower level beacons, since



mobile nodes cross over the larger regions covered by hilgiet cells less frequently than they cross
over the regions covered by lower level cells. For scalghill, and D, are given by the geometric

progressions:

Dnh=yxDp_1= Vnilx D1 ; Th=BxTh-1= BnilXTl (1)

wherey > 1 andf3 > 1 are system parameters. The valueDafis based in general on the largest hop
count that the on-demand routing protocol used within fumelatal cells can generally support efficiently.

Although a drum originates beacons for all levels for whithsia drum, if some leveh drum is
scheduled to originate a levglbeacon and a levddbeacon at (approximately) the same time, jferk <n,
the drum omits originating this levgl-beacon, since the range over which the ldvdéleacon will be
forwarded covers the range of the lejebeacon. When a node receives a beacon of some kevel
treats it also as a beacon of the same sequence number fevebil < k.

In addition, to increase routing scalability (Section M); a leveln beacon is also forwarded by all
nodes already associated in the leyel-1) cell of the originating drum. The exact mechanism by which
a cell structure is formed is discussed in Section IlI-C. @& are forwarded according to the union of
the two forwarding rules described above.

Each node stores information from the beacons it receivasacal cache of beacons, called the Drum
Ad Hoc Routing Table (DART) for that node. This cache is useddelf-organization and for routing.
In addition to information from the beacon, a node also stareits DART thetime of reception of
the beacomand theneighbor node identifier from which it received the beac®he latter allows data
packet forwarding along the reverse path of the beacon,ewthi¢ former is used to keep the cache
up to date. Upon receipt of a beacon, the node creates a newl [2ARy and starts a timer for that
entry. Whenever a new entry is created in the DART or the tifoera DART entry expires, the drum
level selection (Section 1lI-B) and the membership aldons (Section 11I-C) are invoked. Given that the
distance between drums at levelDy, is a geometric progression, there should be @(iogx), where
X is the number of nodes, DART entries. It is not necessary &pKeART entries for nodes that are
reachable via intra-cell routing. Due to these two facts,ttemory and processing overhead of the DART
should be small, even as the size of the network increases.

As mentioned earlier, a drum has no active role in routingnromiaintenance of the hierarchy. The

only special function of a drum is to originate beacons, @luther nodes forward those beacons. In



particular, data packets are routed otdyvardsbut not necessarilyhroughdrums, as will be described

in Section IlI-D. Thus, all nodes share the forwarding wodd (for data and beacon packets) equally.

B. Drum Level Selection Algorithm

In order to be efficient under dynamic changes in the netwadh sas node mobility or failure, new
drums can arise and existing drums can retire. The drum Belettion algorithm is run at a node after
each change in the DART at that node. The algorithm ensugdsetlrentually, the DART at a node of

some leveln satisfies the following conditions:

1) The DART contains at least one non-expired beacon of d-level) drum at mostD,.1 hops
away.
2) There is no non-expired beacon of a lemethum less tharh x D, hops away (6 h< 1 is a

hysteresis factor).

The desired state of the DART is achieved by the node chantgrigvel so as to meet the invariants.

If condition 1 above is violated, the level of the node is dehton+ 1 and the node waits a random
back-off time before it announces its new level with its lege+1) beacon.

If condition 2 is violated, two or more drums of the same lear& too close to each other. The drum with
the highest node identifier remains at the same level, andeteof these drums reduce their level by 1.
The factorh (0 < h< 1) creates a “hysteresis” that prevents oscillations is thium retirement process.
A level-n drum retiring could cause condition 1 to be violated for othearby nodes, each of which will
then increase its level. However, these nodes will be at Basops away from any levei-drum. Since
a conflict between drums requires this distance to redudext®, < Dy, there is no oscillation. Values
of h close to 1 causes extra drums to retire immediately, pgss#slulting in oscillations as new drums
arise to replace the retired drum. Valueshaflose to 0 allows extra drums to survive in closer proximity,
at the cost of more beacon overhead. Exploring appropreitees ofh under different levels of mobility
is a subject of future work and is not discussed in this pap@moughout the rest of this paper we choose

h=0.5.

C. Membership Algorithm

The presence of drums induces a natural clustering of ndélssh nodeassociatesvith a drum of
a level 1 greater than its own level, and selects this drunordatg to the contents of its own DART.

Typically, a node associates with the one higher level drioat is the least number of hops away.



A node’s association is made unilaterally and is not comeated back to the drum. A node invokes
the membership algorithm after it has run the drum levelcsiele algorithm. In its basic version, for a
node of some leveh, this algorithm chooses the closest (in terms of hop couhgllodrums of level
n+ 1 for which this node has a DART entry that has not expired. él@x, this rule might lead nodes
near the cell border to oscillate between drums. In orderdéggnt such oscillations, this rule is enhanced
by assigning each DART entry weight calculated from the frequency, the distance, and the number
beacons received. The node associates with the drum condisig to the DART entry with the highest
weight. In our design presented in this paper, we enforcettiganew drum is at least 2 hops closer than
the current one, and that at least 3 beacons have been rkdeive the new drum. The membership
algorithm cannot ensure that the node associates with a thratms at mosD,, .1 hops away. This is the
duty of the drum level selection algorithm.

The membership algorithm gives a unique ancestry for eade.ndsing this membership information,
each node is assigned a hierarchical address based on thestiucture. This hierarchical address plays
a vital role in routing.

The hierarchical membership structure can be viewed asea &med every node in the network is
assigned a hierarchical address. The hierarchical addfes<drum at some levelis the concatenation
of the hierarchical address of the leyél1) drum with which it is associated and a randomly generated
unique number. Thus, IRDDRES$X;) denotes the hierarchical address of some lewklim, X;, and
PARENT(X;) denotes the leveli+1) drum with whichX; has associated, then

ADDRES$X) = ADDRE SSPARENTX;)).RAND(b)

whereRAND(b) is a uniform random number df bits, and “.” means concatenation. With a large value
of b, the probability that two drums at the same level will chdse $ame random number can be made

negligible. The hierarchical address of any leaf nddeis given by

ADDRESS.) = ADDRESSPARENTL))

When a node powers on, it associates with a drum at level 1 ataits hierarchical address to the
hierarchical address of this drum. This implies that all et the same fundamental cell have the same
hierarchical address.

At start up of a node, the node has an empty hierarchical agdned will forward every beacon. The

node randomly chooses a timeout from a fixed window, and if @acbn is received before this timer



expires, the node will increase its own level to become a dameh emit a beacon. If many nodes are
simultaneously powered on, the spacing due to the randogotitrshould prevent all nodes from becoming
drums. If more drums are chosen than necessary, extra drilhreduce their level as described earlier
in Section IlI-B. The beacons of the first few drums of a new ad hetwork will reach throughout the
network. Once at least two of the nodes have increased thestsl to become level-2 drums, the level-1
beacon scope will be confined by the cell structure.

When two ad hoc networks merge, i.e., when nodes of two n&swwith tree depth (hierarchy height)
n andm< n overhear each other’'s beacons, then these beacons arepmedimmediately and penetrate
the other network. The levdd-beacons withk > m, in particular, are forwarded throughout both networks
as described in Section IlI-A, for the reason that eitherb@con or the forwarding node has a hierarchical
address of length onlyr and thus cannot differ in thet-1 element of the hierarchical address. The smaller
network quickly learns of the high level drum in the otherwartk, and associates with it, updating its
hierarchical address in the process. This corresponds tgimgea smaller tree at the appropriate level
into the larger tree. If the depths happen to be equal, theabone of the trees will increase its drum

level to become the new root, as discussed previously.

D. Scalable Routing

Routing in the Masai realization of the Safari hierarchigaihitecture can be divided into two phases.
Given the hierarchical address of the destination nodefitbephase, callednter-cell routing delivers
the packet to the fundamental cell of the destination nodeeQhe packet reaches this cell, the second
phase, calledntra-cell routing delivers the packet to the destination node within thatt&mental cell.

Inter-cell routing is based on the destination node’s hatrigal address and on the beacon records
stored in the DART of each intermediate forwarding node. Asntioned previously, we assume the
existence of bidirectional wireless links. Inter-cell timg operates by following the reverse paths of
the beacons emitted by the drums of the cell at each level iichwthe destination node is located.
Conversely, intra-cell routing can be based on any statbefirt on-demand routing protocol, since the
size of the fundamental cell is kept small. We choose DSR, [l1H] for the intra-cell routing protocol
for its demonstrated stability with high performance in #rad hoc networks [7].

When a source nod8 with hierarchical addresS,.S,_1. ... .S has a packet to send to nofe node
Sretrieves the hierarchical addredg.Dy,_1. ... .D1 of D using a lookup service, such as the one used in

L+ [9]. The efficiency of the lookup service is not consideradhis paper, but the achievable network
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Fig. 1. Masai routing example: A packet from source n&de routed to destination node

performance is limited by the quality of the information titiae service provides, especially when nodes
are quickly changing hierarchical addresses due to mgbifithe nodesS and D belong to the same
fundamental cell§ = D; for all 1 <i < n), the lookup service is not used, and intra-cell routingnsked
immediately. Otherwise, inter-cell routing is invoked.

With inter-cell routing, the sourc& adds the hierarchical address DBfto the packet header before
sending the packet; the destination hierarchical addiesbus available to the following intermediate
forwarding nodes without a separate hierarchical add@sisup. To forward a packet at an intermediate
node, the node uses the same logic as the source node to idetevirether to continue with inter-cell
routing or to invoke intra-cell routing.

Figure 1 shows an example of Masai routing in which a packetiginated from a source nodgto a
destination nod®. Node S uses inter-cell routing to forward the packet to the firstenatbng the path
labeled by 4", which is the reverse path of the beacon originated by tkeld2 drumX with which D
is associated. Each node along this path likewise forwdrdsptaicket until it reaches a node that has a
DART entry corresponding the level-1 druvhwith which D is associated; the packet then is routed along
the path labeled byb”, which is the reverse path of the beacon originated by #nelll drumY. Once
the packet reaches a node that is a member of the destinatidarhental cell, intra-cell routing is used
to deliver the packet to the destination nddealong the route labeled by™ this path is dynamically

discovered by the intra-cell on-demand routing protocol.
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1) Proactive Inter-Cell RoutingThe basic strategy of inter-cell routing is to follow the eese path of
the beacons that this node has received. When a node reeebescon, it stores in its DART the node
identifier of the transmitting neighbor node from which iteé/ed the beacon (along with the information
contained in the beacon). When the node has a data packendoosdorward to a specific cell, it uses
the DART to determine the next hop toward that cell.

As described in Section 1lI-A, each drum originates beadbas are forwarded to all nodes in its own
cell and to nodes in the cells of its siblings (the same leedlsdhat also share the same higher level
drum). This mechanism ensures that any node that is in the sapercell will have the next-hop routing
information to all fundamental cells in this supercell.

Unlike some clustered routing protocols in ad hoc netwohled aissume the existence of cluster heads
with special routing functions, our drums are not neceispart of the route taken for data transmission.
As illustrated in Figure 1, once the packet enters the 18vall of drumX, any node in that cell will have
the routing information to the fundamental cell of drifhand the packet need not be routed through the
drum X itself.

For inter-cell routing, each packet contains the followintprmation in its header in addition to the
hierarchical address of the destination; a forwarding naolgates these fields with its DART entry used
for forwarding this packet, until the packet reaches thelamental cell of the destination node:

« Prefix match lengthThe prefix match lengtibetween the destination node’s hierarchical address and
the entry in the DART entry used for forwarding this packdteTprefix match length between two
hierarchical addressd%,.B,,_1. ... .B; andC,.C_1. ... .C; is the largest integek such thatB; = C
foralln—k<i<n.

« Sequence numbelhe sequence number of the beacon from the DART entry usetbfwarding
this packet.

« Hop count The distance in hop count of the current forwarding nodénéodrum of the beacon from
the DART entry used for forwarding this packet.

During the inter-cell routing process, each forwarding enathould use the best DART entry it has
to deliver the packet to the next hop; this forwarding nodestruse the same DART entry to update
the above three fields in the packet header. When a forwartiadg searches its DART for a candidate
DART entry to use in routing the packet, the node must guartiat the candidate provides better

routing information than the 3 fields currently listed in thacket's header: specifically, the prefix match
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length must be larger, or, if it is the same, the sequence pummust be greater; if both prefix match
length and sequence number are the same, the hop count ianttelate entry must be less than the hop
count field in the packet header.

With the above requirements, inter-cell routing is guagadtloop free. At any given time, a node
can use only one unique DART entry to forward a given packstlest entry, by the above selection
algorithm). Moreover, DART entries reflect the reverse paththe beacons, which are loop-free since
any node forwards a given beacon only once. The reverse phtbsacons thus form tree branches
originating at the respective drum. The paths traversedaby packets are composed of branch segments
from different trees. When a packet is forwarded toward agrilne packet always travels upward toward
the root along the branches of the corresponding tree, winigtt be loop free. Finally, when the prefix
match length increases during the packet delivery, the gidtéks jumped to another tree since now the
packet is forwarded toward a different, lower level drumc&ese the inter-cell forwarding algorithm
forwards a packet from a node with some prefix match lengtly tmba node with greater than or equal
prefix match length, the packet cannot jump back to a treewhat previously traversed. Therefore, the

entire traversed path of a packet is loop-free.

2) Route Repair in Inter-Cell Routingn the inter-cell routing algorithm as described above ig-Se
tion IlI-D.1, a node forwarding a packet follows the reversth of the drum beacons. However, the
corresponding DART entry at that node may have already eapor due to partitions in the network or
the unreliable wireless medium, some beacons might not teaahed their intended scope; in these cases,
the node attempting to forward the packet might not have aeyulientry in its DART. Furthermore, even
if the forwarding node does have a relevant DART entry, tmra@asion of the packet to the indicated next-
hop node might fail, for example due to node mobility or fedluwe assume that a failure in transmitting
a packet to the next-hop node can be detected after a limitetber of retransmission attempts, for
example through link-layer feedback as provided in the IEBBEZ.11 MAC protocol [14].

When a forwarding node has no relevant DART entry for some&gtaor when transmission of the
packet to the next-hop node fails (after a limited number eifansmission attempts), the forwarding
node invokes on-demand (reactivegal route repairto find an alternate route to continue forwarding the
packet. After buffering any packets that could not be semt tduthe failure, the node locally broadcasts
a hop-limited Masai bcAL ROUTE REQUEST packet containing the following information derived from

the undelivered packet: (1) the current value of the prefixcméength, (2) the sequence number for the
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beacon being followed, (3) the hop count of the beacon bestigwied, and (4) the hierarchical address
of the unreachable final destination node. In some otheropotd, such as AODV [29], intermediate
forwarding nodes may initiate route discovery for routeaiepHowever, our mechanism for on-demand
local route repair has unique requirements, as our DART skatecture was originally obtained from the
proactive beacon packets, not from a reactive route disgquecess.

A node receiving a bcAL ROUTE REQUEST searches its DART for the hierarchical address of the
destination node. If the node finds a longer prefix match ferdéstination hierarchical address or if the
node finds a prefix match of the same length but with a greatpresee number, or if the prefix match
length and the sequence number are both the same but the bopinothe DART entry is less than
that in the REQUEST, the node returns a MasaiolcAL ROUTE REPLY containing the information from
the matching DART entry, back to the originator of the RUEST. Once the RPLY is received by the
requester, the previously buffered packets are routedyubi@ reverse path followed by theeRLY just
received. A node receiving multipledcaL RoOUTE REPLYS chooses the LY with the longest prefix
match. If two RePLYS have the same length prefix match, the node choosesgheyRvith the greater
sequence number or lower hop count.

If a node receiving a bCAL ROUTE REQUEST cannot reply and if the RQUEST s not a duplicate of
one received earlier, the node forwards tHBQRESTby locally rebroadcasting it. TheeERQUEST forwarder
also must make sure that thee®UEST is still within the transmission hop limit and that the&eRUEST
generally travels “downhill” toward the destination, givthe following definition of node “altitude.” The
“altitude” of a node with respect to a destination is defingdalbcombination of the prefix match length,
the sequence number of the beacon, and the hop count to #vametrum node, in that order. The longer
the prefix match length, or the higher the sequence numbdheosmaller the hop count, the “lower”
is the “altitude.” Similar to Gradient Routing [30], the s&ain each node’s DART generally forms a
downward gradient toward the respective drum node. TbeAL ROUTE REQUEST, therefore, can be
forwarded with limited “uphill” hops other than the genetansmission hop limit. For example, we can
allow the transmission hop limit to be 4 and the “uphill” limo be 2. In this way, the request packet can
be forwarded “downhill” or “level” up to 4 hops to find bettesuting information in a node’s DART; it
can be forwarded no more than 2 hops “uphill.” The local ergtion of the REQUEST is more efficient

as the transmissions are predominantly “downhill” as etgubc
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When forwarding the bcaL ROUTE REPLY, nodes update their DART state as if forwarding a beacon

packet, such that subsequent data packets can be forwand®ally using their updated DART entry.

3) Reactive Intra-Cell RoutingWhen an intermediate node receives a data packet for fomegrthe
node checks if it is in the same fundamental cell as the desiim i.e., the node’s hierarchical address
matches the hierarchical address of the destination. Ifh@packet has reached the fundamental cell of
the destination and intra-cell routing is used to furthemfrd the packet to the destination. Although
any ad hoc network routing protocol can be used as the basimtf@-cell routing, we choose to use
DSR [17], [18], as it is a purely reactive protocol that hagmahown to perform well [7]. DSR is a
source routing protocol, with each packet containing a @uoute (although the explicit source route
can be removed from most data packets [13]). The DSR protomoesists of two mechanism&oute
Discoveryand Route MaintenanceTo perform a Route Discovery for a destination nddea source
node S broadcasts a DSRAUTE REQUEST packet that is flooded through the network in a controlled
manner. This RQUEST is answered by a DSRAUTE REPLY either from nodeD or from some other
node that knows a route tD in its Route Cache. To reduce the frequency and propagafiGRooTE
REQUESTS, each node aggressively caches source routes that is leawverhears.

In traditional DSR, the flooding of a ®UTE REQUEST might be carried throughout the network, thus
making Route Discovery increasingly expensive with insheg network size. Since in our case of intra-
cell routing, it is already known that the destination exigt this fundamental cell, Masai intra-cell
Route Discovery is limited to within that fundamental c8ince different fundamental cells may have
different sizes, the Route Discovery range is based on tmardic membership of the nodes instead
of on a predefined hop count limit. Specifically, whenever @enoeceives a Masai intra-cellORTE
REQUEST, it compares it's own hierarchical address with theURE REQUEST initiator’'s hierarchical
address and forwards the packet only if the two hierarcladaresses match. This technique is scalable,
as the fundamental cell size does not increase with the mietsipe.

An originator nodeA may have the wrong hierarchical address of the destinabdeB, asB might have
changed it's cell membership recently and this change isyabknown to nodéA. To take advantage of
the high probability of the destination still remaining hetvicinity of its previous fundamental cell, a hop
count threshold is introduced in the intra-cell Route Digry that allows the intra-cell ®UTE REQUEST
to additionally be forwarded one or two hops beyond the fumelatal cell. Each node forwarding the

RouTE REQUEST thus checks if its own hierarchical address differs front thiathe originator of the
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RoUTE REQUEST and if so, increments the hop count field in the packet. If thp bount is less than
a threshold, the RQUEST is forwarded, and otherwise it is dropped. This hop courgghold creates a

fuzzy boundary for forwarding the U TE REQUESTbeyond the cell, allowing routing with less overhead.

V. MODELS AND ANALYSIS

In this section, we use analysis, based on models from tatatiphysics, to assess the performance of
the drum level selection protocol and the overhead reguftom periodic beacons in the Masai realization

of the Safari architecture. We validate the predictions enlagl these models through simulations.

A. RSA: A Model for Drum Formation

The Random Sequential Adsorption (RSA)del [34] describes molecular adsorption processes,hwhic
exhibit strong similarities to the drum formation in the Masealization of the Safari. It was first studied
by Renyi [31] and has gained great popularity known ascidwreparking problemin which cars of unit
length arrive sequentially at random locations along aestreach car attempts to “park” at its current
location, or leaves if it would overlap with the space alseadcupied by another parked car. To apply

this model to the drum formation process in Masai, we makesiwplifying assumptions in this analysis.

1) The Instantaneous Propagation Assumptidde use an instantaneous propagation assumption in
this analysis to ensures with high probability the seqa¢mtharacter of drum formation, similar to the

car parking problem (RSA). This assumption states that

Tmax— Tmin > T

whereT is the time for a packet to traver§® hops. We assume that each node, after it powers on, waits
for a random time, uniformly distributed betwe&gi, and Tmay to receive a beacon from a drum, before
becoming a level-1 drum itself.

Consider two nodeA andB, within D; hops of each other, which each just powered on and are waiting
to receive a beacon from any level-1 drum. Under the insteuias propagation assumption, with high
probability, the first beacon of a node that just became a deeches the other node before its timer
expires.

Therefore with high probability, level-1 drums form or “ee” sequentially, rather than simultaneously.
In particular, they are separated by at ldaghops without need to resolve conflicts. The argument extends

easily to all levels of the drum hierarchy.
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2) The Poisson Arrivals Assumptio@ince we consider in this section the performance of the drum
level selection from a “cold start” of the entire ad hoc natkyat is natural to assume that all nodes arrive
(power on) at the same time, with locations according to andgeneous) Poisson point process in the
plane. Extensions to three-dimensional space are imneeddat a consequence of this Poisson arrivals
assumption, the number of nodes arriving in disjoint regiohthe plane are statistically independent of
each other. The overall number of nodes in the network urdsrmodel is a Poisson random variable.
More importantly, given the number of nodes in a region,rthegations are statistically independent and
uniformly distributed. This justifies the use of the RSA mloideour analysis, given the number of nodes.

As we will study mainly the mean behavior of the protocolsituseful to introduce thaode density

p, as the expected overall numbérof nodes in the network divided by the overall aeaf the network.

3) Drum Formation Conforms to the RSA ModéInder the above two assumptions on propagation
and location in our analysis, the drum level selection canhioeght of as nodes attempting to “park a
disc-shaped car” in the following sense. A node arrivessaadtual (physical) location at the time when
its waiting timer expires after powering on. Under the Pasarrivals assumption and given the number
of participating nodes, this location is uniformly distited and independent of other node locations. If
the node has not received a beacon from any level-1 drum,dtle will increase its level from O to 1,
becoming a drum. Under the instantaneous propagation dppaton, this new drum is at leaBt; hops
away from any existing drums, which can be interpreted akipgua disc of radiu®4/2 hops. Otherwise,
if the node did receive a beacon from a drum before expiratiits timer, it leaves its level set to 0
(the node is not a drum), which can be interpreted as a fadedarking: the node “leaves” the drum
competition.

The drum formation process will proceed as long as a discaifisdd; /2 hops can be parked without
collision (i.e., without overlapping with the space alrgaitcupied by another parked car). Indeed, since
we measure distance here in terms of number of hops, thenmeesd# a disc of radiu®; hops from
every existing level-1 drum implies the presence of a nodéwhll become a drum itself upon expiration
of its timer. The formation stops at the so-called “jammingit” when no further disc can be parked
without colliding with existing discs.

Although equating in this analysis geometrical distancthwiop distance introduces a distortion, this
distortion is homogeneous over space, with high probgbilitthe densityp is sufficiently large, and

amounts to a change of units. For clarity, we denotepyhe node density in the hop metric sense. Its
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value depends on the transmission range of each radio arsp#itial density of nodes. From simulations,
we estimate a value gip ~ 1.4 for node density of 10 nodes per radio range and for a radio range of
250 meters.

The estimate opg is obtained by simulating a packet broadcast initiated bpderthat is situated near
the center of the simulation area in a stationary networkrandrding the hop count at which this packet
is received at all the other nodes in the network. The numbeodes that receive the packet withih
hops ispoTtH?. Hencepy is obtained by dividing this number by theH?.

To state the analytical result from applying the RSA moded, denote byNyg = N the total number of
nodes in the network, and denote Ry the average number of level-1 drums that form. Then, usieg th
fact that the parking density at the jamming limit [34], [3%]547%, the ratio of level-1 drums to the
total number of nodes can be estimated as

N 0.547
N_; = % (2)

The graph in Figure 2 was obtained by simulating the drumqgaatin ns-2 for 100 seconds with
500 mobile nodes. Node speeds in these simulations areromyfalistributed between 5 and 15 m/s.
Each simulation was run 10 times, and the error bars indittegestandard deviation from the mean.
The mobility model here is a modified billiard ball model witandom reflection angle upon hitting
simulation area edges. The advantage of this model heraisttresults in a uniform distribution of the
nodes even during mobility, providing a closer match to tf#®ARmodel which assumes uniform arrival
locations of cars. It is well known that in the Random Waypoirodel [7], the nodes tend to show a
larger concentration at the center; however, this biasitisvine center is less pronounced at the beginning
when starting the nodes in a uniform distribution.

If there is spatial non-uniformity in the node distributjdhe value ofrhog will also vary spatially. Its
value will be low at low node density regions and high at higlle density regions. This variation may
lead to deviation from what is predicted by Equation 2 abdl@wever the inverse square relation Bn
in Equation 2 will still hold.

The graph shows the number of level-1 drums per node at tirie, B2 which time the drum formation
process is complete. The timer expires uniformly [(3150s]. Hence ,the instantaneous propagation

approximation holds. The graph also shows the number of-ledeums based on the RSA model analysis.
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These results demonstrate that the RSA model successfealiljcps the number of drums that have formed
at the convergence of the drum level selection protocol.

For higher level drums, the car parking problem becomes atrained parking problem, as the parking
“substrate” consists now of lower level drums. Being lesssgeand quite discrete, this set of drum nodes
provides a less ideal approximation of a continuum, and papriate model is the RSA-RS (RSA-
Random Sites) model [16]. The model effectively reducespheking density somewhat and results in
the following generalization of Equation 2:

2
w50 @
Here, N; is the average number of levedrums that form, andy; is the ratio of the average packing
densities of the RSA-RS process associated with ledesms and the leveli+1) drums. AsD;y1/D;
is increased, the substrate becomes a closer approximatiancontinuum, andy; tends to unity. The

RSA-RS model can also be used to deal with networks that aseedense than assumed in Equation 2.

B. Collision Model for Drum Retirement

When two leveln drums move to withirh x D, hops of each other, one of them will retire. Because
the radii of the discs are the half of the distance betweetvibedrums, this is analogous to a collision of
two fictitious discs of radih x Dp/2 hops. Again, results from statistical physics of moleculallisions
allow to compute the frequency of drum retirements [32] urtle modified billiard ball mobility model
above, corresponding to the motion of gas molecules. Adggtie theory for two-dimensional discs, we

obtain the drum retirement rate the number of level drum retirements per second in the network, to
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be
- ADn Vaveragep%

N

where Vaverage iS the average velocity of the node&,is the area covered by the network, apglis

(4)

the spatial density of levei-drums in terms of hop distance. To obtain a simpler functidoan, we
substitutep, = N, /A. However, from the RSA model described previoudly,is proportional toNg/D3.
In summary, we find that Equation 4 takes the functional farm (N?/AD3). Thus, the stability of the
drums increases with the level of the drums.

The drum formation rate at equilibrium must be equal to thigament rate and is therefore also given

by Equation 4, if we assume a fairly stable population of dsum

C. Overhead Characterization

This section characterizes some of the overhead causedebpethicons, leveraging the models and

analysis described above.

1) Drum Flooding Overheadfrom Equation 3, for every levgl-+1) drum, there are;(Dj,1/D;)?
leveld drums, wheran; is a proportionality factor that is close to unity. Considenetwork withl levels
of drum hierarchy I(is O(logNp)). Let the leveli drum emit beacon packets once evéryseconds. A
leveld drum beacon reaches all nodes in the next higher level (levdl) cell. So a node will receive
drum packets from all leval-drums that are within the same levéh1) cell that contains this node
(a;(Di41/D;)? of them), fori running from 1 tol —1 and from the highest level drum.

Therefore, overhead due to drum beacon floodlg,y, defined by the number of beacon packets

forwarded per second per node, is

DZ 1 D 1 D? 1
ROl—S5— +02—5=—+-+0_
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| -

The actual overhead due to drum beacon floods is a little gréfaan that shown in Equation 5, because
beacon floods propagate a minimum number of hdp3. (Therefore, a level-drum’s beacon packets
reach some nodes of a neighboring letiel-1) cell if the drum is at the border of the levéH-1) cell.
However, the error in Equation 5 is negligible, since suclkrbegaring nodes are at the border of the
cell and hence are far fewer than interior nodes of a cell.ddeer such a node will receive such a

“leaked” beacon packet only once for every, order (@, 1/D;)? broadcasts from its own levei-+1)
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cell. TheD;i’s andTj’'s are geometrically increasing, as shown by Equation 1.cdekquation 5 implies

2) Frequency of Cell Changes for a Nod&:node’s hierarchical address could change if the node moves
into a new cell. Since the average interspacing (in hopsydst two levelfi+1) drums is proportional
to Dj.1, if the average movement speed of the lavdlum node isv, it will cross the boundary of its
level-(i+1) cell in a time proportional td;1/v. In particular, the frequency with which a node moves
to an adjacent fundamental cell is proportionahvi®-.

Figure 3 shows the result of ars-2simulation under the modified billiard ball mobility modedstribed
above. For each point, 10 simulations are run, and the \aiashown. Each simulation is run for 100
simulated seconds, and the data during the first 25 secondsdisearded to remove initial transient
behavior. Thex-axis is the inverse db4, and they-axis is the total number over all 500 nodes of changes
in the hierarchical address for a node due to level-1 cebsings. The results show that the number of

hierarchical address changes due to level-1 cell crossingsoportional to 1D;.

V. SIMULATION EVALUATION

In addition to the analysis presented in Section IV, we hage a&valuated the performance and
scalability of the routing protocol in the Masai realizatiof the Safari architecture, using detailes-2
network simulations. We compare the performance of the Masding protocol with another landmark-
based protocol, L+ [9], and with DSR [17], [18], a well-knoywarely reactive routing protocol for ad hoc

networks.
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We used version 2.1b8a ak-2 with the Monarch Project wireless and mobile extensions2[7].
These extensions provide detailed modeling of an IEEE 80Baked network with a wireless physical rate
of 11 Mbps and a nominal wireless transmission range of 258vmimplemented our Masai design by
extending the existing DSR code distributed wig2 since we use DSR for routing within a fundamental
Masai cell.

We set the beacon broadcast limit to 3 wireless hdps=£ 3), thus allowing the fundamental cell to
be up to 6 wireless hops in diameter; DSR has been shown torperfell, without significant overhead,
in networks of this size [7]. Level-1 drums originate beagatkets every 1 secondi(=1). We sety
in Equation 1 (Section I1I-A) to be 2 and sBtin Equation 1 also to be 2. For tHecal route repair
mechanism in Masai (as in Section 1lI-D.2), we used 4 hopdadransmission limit and 2 hops as the
“uphill” limit.

We simulated a large number of network topologies, withssianging from 50 nodes to 1500 nodes
and locations randomly distributed in a two dimensionabhatdowever, thex andy dimensions of the
network area were modified so that the average network geewas kept constant at the equivalent of 50
nodes in a 670 mx 670 m area; the average number of nodes per nominal wirgkssnission area is
thus approximately 20. This node density is the same as Heat by Broch et al. [7] and has been used in
many other ad hoc network simulations. We have found thatatéragedensity tends to avoid temporary
network partitions when nodes randomly move around. Duénéovery large memory consumption of
ns-2with large numbers of nodes, we had to limit our simulatiana tmaximum of 1500 network nodes.
Nevertheless, these results, together with our analysseation IV, demonstrate the scaling potential and
efficiency of routing in the Masai realization of Safari.

Nodes in these simulations move according to the Random W¥alypnobility model [7], with a
maximum speed of 10 m/s (average of 5 m/s) and a Pause TimeHuvever, since as Yoon et al. [38]
point out, the original Random Waypoint model suffers fromegaying average node speed over the life
of the simulation, as suggested by them, we added a minimeedsiimit of 1 m/s in our simulations to
avoid this problem. Each simulation runs for 900 simulatecosds.

The network workload in these simulations consists of amtsbit rate (CBR) flows, with each flow
consisting of a randomly chosen source and destination.réaeh flow lasts 90 seconds and generates
64-byte packets at constant rate of 4 packets/second. ®ie360 seconds in each simulation run are

used to observe the performance of the cell organizationdanoh selection; at time 350 seconds, data
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TABLE I
HEADERFIELD SIZES FOREACH MASAI PACKET TYPE

Header Field and Size (Bytes)

Packet Type
P Control  Hierarchical Addr Beacon Sequence Hop Count MatdPeefix Length  Source Route

BEACON 1 4x level 4 1 N/A N/A
LocAL ROUTE REQUEST 1 4x level 4 1 1 4x length
LocAL ROUTE REPLY 1 4x level 4 1 1 4x length
DATA in inter-cell phase 1 4% level 4 1 1 N/A
DATA in intra-cell phase 4 N/A N/A N/A N/A 4< length

flows then begin arriving according to a Poisson distributidhis traffic pattern is more challenging to
the routing protocol than the typical continuous long life¢ CBR flows, since it requires using new
routes to many more unique destinations.

Each data point in our graphs for this performance evalnagpresents the average of 16 individual
simulations, created from the combination of 8 differemid@mly generated mobility patterns and 2
different randomly generated data traffic patterns. Therdoars in these graphs are calculated as the
sample standard deviation of the 16 runs for each data pointjore clearly show the error bars, some
data points in some graphs have been shifted slightly albeg-txis for different curves.

Table 1l shows the header fields and sizes used in each typacgEpused in the Masai realization of
the Safari architecture. Each row of the table represerdgype of packet and shows the size of the header
fields used by that packet type, and each column shows a poksé@der field and the corresponding size
(in bytes) of that field for that packet type (header fields m&¢d in a given packet type are indicated
as “N/A"). The total size of the Masai header for each packpetis thus the sum of the values in that
corresponding row. Other parts of each packet, such asahdatd MAC and IP headers, and the payload
for DATA packets, are not shown in the table but are counted in thegatket size in our simulations.
Since we base our intra-cell routing protocol on DSR, we lmsesame packet formats as used in the

standardns-2 implementation of DSR for all packets in the intra-cell phas Masai.

A. Routing Scalability

An important goal of Safari is to provide routing in large aocmetworks. We show that the design
meets this goal by evaluating the Packet Delivery Ratio (RD&uting overhead, packet delivery latency,
and routing path lengths used across different networkssize to 1500 nodes, in the Masai realization
of the Safari architecture.

PDR is defined as the fraction of application data packetgiraied that are successfully received

by the application layer at the respective destination n&itriting overhead per node is defined as the
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average network bandwidth consumed per node over all ntanpdecket transmissions. Overhead packets
include beacon packets,OcAL ROUTE REQUEST and LOCAL ROUTE REPLY packets for route repair,
and all DSR routing packets. Every routing overhead pactetributes to this overhead each time it is
transmitted (originated or forwarded). Furthermore, as daffic does not start for the first 350 seconds,
overhead bandwidth per node is calculated as an averagehevperiod between time 350 and time 900
seconds (the end of the simulation). For the results showthignsection,all nodes in the network are
mobile, with a speed between 1 m/s and 10 m/s, and the traffleeimetwork for each simulation is 100
CBR flows.

We compared Masai's performance against L+ and against ®R.DSR, we used the version
distributed withns-2 we made only minor changes to it to make it support up to 3Zhopgts source
routing packet header, and likewise expanded its Routeoésy hop limit. For L+, we used thes-2
code provided by the authors of L+, and we used its publisteddudt parameters [9]. Since we do not
consider Masai's address lookup service in this paper, welasly disabled the address update/query
services of L+ and made the current hierarchical addresspafciet’s destination node available to the
source node at no cost, in order to ensure a fair comparisoveba Masai and L+. Due to limitations
in our experimental platform, we were unable to simulate DSRetworks of 1500 nodes and limited
our DSR simulations to 1000 nodes.

Figure 4 shows the comparative PDR performance of Masai,antl, DSR. Masai delivers close to
100% of all data packets at all network sizes, despite théraowus mobility of all nodes in the network.
At a network size of 1500 nodes, Masai achieves an average ¢iCRout 99.6%, with a very small
standard deviation, whereas DSR and L+ achieved significémwer PDR performance in very large
networks. DSR slightly outperforms L+ in small networks ¢i@des), since it is entirely reactive whereas
L+ is entirely proactive. Masai, with both proactive andatege mechanisms, outperforms both L+ and
DSR in these small networks. With increasing network sike,RDR of DSR drops significantly, due to
the increasing length of routes that must be maintained.

The PDR of L+ shows fluctuations as the network size increaslesare not sure of the cause of this
fluctuation, but we conjecture that it is due to the intemcttbetween the protocol’s purely proactive
routing and, as the network size increases, the disconigiicreases in the number of landmarks at
each level and the total number of hierarchy levels. Witlraasing network size, the average size of

each cell in L+ becomes larger and larger until a new landnsdceated and if necessary a new level
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of the hierarchy forms. The landmarks become further anthéurapart in hop count (path length). As a
result, due to the mobility of nodes in the network, packeigd forwarded may more often encounter
broken links on the path to a remote landmark; the likelihobduch a broken link increases as the path
length increases. As the network size passes the point ahvehnew landmark or level of the hierarchy
is created, the average size of each cell is reduced, as &kdrare now on average closer together in
hop count; the path to the remote landmarks become shoni@tha chances that a packet being forward
encounters a broken link on the way to the next landmark isaed. Typical runs of L+ create a hierarchy
of 2 levels for 50 and 100 nodes; 3 levels for 200, 400, and Gfifes; and 4 levels for 800, 1000, and
1500 nodes. For 800- and 1000-node networks with L+, thetgpisally only one level-4 landmark, but
800-node networks have 4 level-3 landmarks while 1000-nmete/orks have 7 level-3 landmarks. This
difference in number of level-3 landmarks gives 1000-noé®vorks a much smaller average size of the
level-3 cells, accounting for the rise in PDR for L+ at a netkveize of 1000 nodes. A similar effect
accounts for the rise at 200 nodes.

Masai experiences similar changes in its hierarchy withngirag network size. For example, the average
size of level-2 cells in Masai ranged from about 150 to 300aesodut the reactive local repair mechanism
in Masai allows it to overcome any broken links (e.g., due tbitity) in following the reverse path of
beacons from remote drums. The PDR of Masai thus remainssatnostant as the network size increases.

To better understand the reasons behind each of the few etlaghgta packets experienced with Masai,
we examined thens-2 trace files to determine what caused each data packet lapsieFs shows the

percentage of packet losses from each possible cause ib@ferbde networks using Masai. Of the total
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all nodes mobile all nodes mobile
of 2434 lost data packets across the 16 simulation runs, thare 86% are due to failure in inter-cell
routing, around 5% are due to failure in intra-cell routimgd around 7% of the lost packets occurred
simply because the packets were still in transit when theilsition time ended. The remaining 35 dropped
data packets (around 1.4%) were due to various reasons suavedlowed network interface queues.

Figure 6 shows the routing overhead per node for Masai, Le 28R as the network size increases, with
all nodes mobile as described above. Both Masai and L+ havexgek shape to their overhead bandwidth
curves, becoming flatter as the network size increasesyinpthat their overhead scales logarithmically.
To fully confirm our theoretical prediction for Masai’'s obefad from Section IV, simulations of larger
networks must be done. However, this is currently limitedh®yinability ofns-2to scale to such very large
networks. L+ shows very small error bars for its routing éverd, which is expected for a purely proactive
routing protocol. DSR shows very low overhead for small retnsizes, but its overhead increases sharply
as the network size increases, reaching approximatelyatme sevel as for Masai and L+ at 1000 nodes.
Masai’'s overhead is higher than DSR’s for networks less th@@0 nodes, but this overhead should
be considered relative to Masai’s significantly higher PIHyre 4). Masai shows significantly lower
overhead than does L+, due to factors such as the fact thaidodl nodes (at level 0) do not send
beacons in Masai but do periodically advertise themselwds+i Overall, since Masai delivers a much
higher fraction of the data packets than does L+ or DSR, ismigdge in efficiency is much greater than
what is shown in this figure.

Figure 7 shows the average packet delivery latency for treetprotocols as the network size increases.

In each of the protocols, average latency increases as thenmkesize grows larger. The average delivery



26

latency of Masai is higher than that of the other two protsectiiough, due to a small number of delivered
packets that required significantly longer to be delivefidte longer delivery latency for these packets is
caused by a combination of the time taken by the local roygairenechanism in Masai (Section IlI-D.2)
and the increased overall route length that may be createtiibyepair until the next BACON packet
passes through that part of the network. In contrast, L+ aS8& Dave no local route repair mechanism
such as this and thus instead must drop packets that couddieaefited from local repair; this difference
is demonstrated by the substantially higher PDR for Masa flor L+ or DSR, as shown in Figure 4. To
further illustrate this point, we also show in Figure 7 themge delivery latency of the 99% and 95%
of delivered packets in Masai with the lowest delivery latenWhen just 1% of the delivered packets
are excluded, the average latency improves to roughly eutiat of L+ or DSR, and when 5% are
excluded, Masai’s average latency is clearly below theratlie protocols, even though the difference in
Masai's PDR over L+ or DSR (Figure 4) is greater than 5%.

Another observation from Figure 7 is that Masai and DSR haxgel variance in their average delivery
latency than does L+. This increased variance is due to titetliat L+ uses a purely proactive routing
mechanism, wheres DSR is entirely reactive and Masai is a@cglb reactive and proactive mechanisms
(Masai intra-cell routing is entirely reactive, as is itsdbroute repair in inter-cell routing). By its nature,
any reactive routing mechanism may sometimes cause a packetdelayed while the protocol searches
the network to discover a new route, adding to delivery leyerariation since only some packets require
a new route discovery. Proactive routing, on the other hdonds not experience such delays but instead
pays the cost of ongoing background overhead for exchamguigng information in order to attempt to
always keep all routes up-to-date.

Figure 8 shows the average path length (number of hops) ugeltlivered packets, with increasing
network size, for Masai, L+, and DSR. Masai shows a smallddisatage compared to L+ and DSR; for
example, in networks of 1000 nodes, Masai’'s average patities about 1 hop longer than for L+ and
one half hop longer than for DSR. This difference is primyacihused by the fact that Masai delivers more
of the data packets than does L+ or DSR, as shown in Figure 4r&ghk L+ or DSR must discard a data
packet if it encounters a broken link along the packet's edidSR’s “packet salvaging” mechanism is
able to avoid discarding some of these packets [17], [18Bs& uses its local route repair mechanism to
find a new route in such circumstances and is thus able to ssfodly deliver the packet. However, the

resulting total route used by the packet may be longer th@imaf as the broken link may be replaced
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by more than a single new hop; this slightly longer route igesuntil the next periodic beacon packet

from the relevant drum reestablishes an optimal path baskrtb toward that drum.

B. Effect of Mobility

The objective of Masai is to provide scalable routing for eyéascale ad hoc network environment.
Whereas all results presented above areafbnodes being mobile, it is unlikely that all nodes in a real
network will be mobile all the time. We thus study here scmsausing the Masai realization of Safari,
with different fractions of the nodes being mobile, rangingm all mobile to all stationary. Whether a
node is mobile or stationary is not known to Masai in our semohs; if, for example, the stationary
nodes were known, choosing them as drums in Masai would geobetter performance due to fewer
hierarchical address changes, but we do not explore sudmiagtions here.

In these simulations, we fixed the number of nodes in the mi&tab 1000 nodes and the number of
CBR flows at 100. We varied the percentage of mobile nodes @%modes being mobile (all nodes are
stationary) to 25%, 50%, 75%, and 100% nodes being mobilen¢ales are mobile). As above, mobile
nodes move according to the Random Waypoint mobility modgiwith a speed between 1 m/s and
10 m/s.

Figure 9 shows the change in PDR with the number of mobile sio@deying from 0% to 100%.
Although there is a slight decrease in PDR with increasingitity (the y-axis of the graph is magnified,
ranging from 0.99 to 1.0 PDR), the PDR is around 99.7% everl@% mobile nodes, showing that

Masai reacts very well to mobility.
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Figure 10 shows the changes in routing overhead with thise@se in percentage of mobile nodes,
broken down by the overhead caused by Masai’s proactive ameiin (beaconing) and reactive mecha-
nisms (local route repair and intra-cell routing). The ptose overhead in Masai increases slowly as the
mobility degree increases, due to changes to which nodedranes. In particular, when an existing drum
node moves away from the other nodes in its cell, another tloele becomes a drum, while the first
drum node may continue also as a drum in its new location or taky some time before deciding that
it no longer needs to be a drum. As expected, reactive overpeavs as the percentage of mobile nodes

increases.
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Figure 11 shows the changes in average packet deliveryclateith the increase in percentage of
mobile nodes; as in Figure 7, we also show here the averageegelatency for the 99% and 95% of
packets with the lowest latency. As the number of mobile sadereases, the delay increases slightly,
and the gap between the total average latency and the f&@a®%staverage latency grows larger. This
widening gap suggests that although the latency every pacieriences grows, the largest impact is on
the packets that require the most effort to deliver, expeireg perhaps more than one local route repair

for a packet before delivery.

C. Effect of Traffic Load

We now show how routing performance in the Masai realizatbisafari varies with different levels
of traffic load. The number of nodes here is constant at 1000, al nodes are mobile with a speed
between 1 m/s and 10 m/s. We vary the traffic load with 10 flow§, flows, 200 flows, and 300 flows.

Figures 12 and 13, respectively, show the PDR and routingheael at different levels of traffic load.
The PDR decreases very slightly as the network becomes statgéhey-axis in Figure 12 ranges only
from 0.99 to 1.0 PDR). The total overhead also increases thighincrease of traffic load from 100 to
300 CBR flows. This increase in overhead is because, as theeruoh destinations grow, more uses of
DSR route discovery are needed to find intra-cell routes tha fiestinations. On the other hand, the
proactive (beacon) overhead remains nearly constant.

Figure 14 shows the average packet delivery latency atrdiifelevels of traffic load. As the traffic

load increases, the delay also increases slightly. The ghpelen the total average latency and the 99%
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average latency also increases as more flows are added tetierk, due to an increase in number of

packets affected by the need for local route repair.

D. Network Bootstrapping

Finally, we evaluated the behavior of the Masai realizatib8afari during network bootstrapping, when
all nodes in the network power up and initialize at the sameetiThis study demonstrates the “worst
case” behavior of node initialization using the Masai bedwg protocol (Section Ill-A), drum level
selection algorithm (Section 111-B), and membership aitdpon (Section IlI-C), as in most real networks,
the individual nodes typically do not all power on simultansly.

As described previously, when a node powers up, it initialits for a period of time during which
it forwards beacons from other nodes (drums) and attempthidose some existing level-1 drum as its
parent; the node waits until the expiration of this periofobe deciding, if necessary, to increase its own
level and become a drum itself. Each node randomly seleistsvéiting period between 1 to 100 seconds
in our simulations. This randomized waiting period avoitlo&the nodes increasing their own level and
becoming a drum at the same time.

Figures 15 and 16 characterize the performance of Masanglumetwork bootstrapping in one of our
1500-node simulations with 100 data flows; all nodes are laotith a speed between 1 m/s and 10 m/s.
Figure 15 shows the changes in number of drums at differaseideof the hierarchy over the duration
of the simulation run. At time 100 seconds, the network habikted with a single level-4 drum, which

remains the case throughout the remainder of the simulafisnall nodes are mobile, the number of
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drums at lower levels fluctuates somewhat, and the lower the devel, the more fluctuation there is.
Figure 16 shows the changes in network overhead over the¢ialuraf the simulation. For the first data
point (20 seconds), the overhead is initially high, prifyabecause, as described in Section IlI-C, the
nodes initially forward all beacons, until the cell struetwf the network begins to form and there are at
least two level-2 drums; after this point, the level-1 beasoope will be confined by the cell structure.
After the beacon overhead stabilizes, there is still sonstifation in overhead, as different nodes become
drums or cease being drums due to node mobility. After tim@ §&conds, when the CBR flows begin,

reactive overhead begins to contribute to the total oveltes remains low throughout.

VI. RELATED WORK

In this section, we discuss related work in scalable rouforgad hoc networks and how the Safari
architecture and the Masai realization of Safari diffemirexisting approaches.

Ad hoc network routing protocols can generally be classifiscitherproactive(periodic) orreactive
(on-demand). Proactive protocols (e.g., [28], [15], [28}empt to maintain up-to-date routes to all possible
destinations at all times, whereas reactive protocols,(g.g], [29]) attempt to discover or maintain routes
only when needed to destinations for current communicafR@active routing protocols have been shown
to have generally lower overhead than proactive protoewmid,they can react much more quickly as routes
in the network change. However, for very large networks ay\egh rates of mobility, the overhead of
current reactive protocols can grow quickly.

A number of approaches to scalable ad hoc network routing baen proposed. Geographical routing
techniques (e.g., [6], [19], [20], [22], [3]) allow routingith state proportional only to the number of
neighbors at each node, but they require GPS or other |loctgzhniques. Moreover, a source node must
know the location of the destination before sending packétiss requiring a location distribution and
maintenance service. DREAM [3] and LAR [20], respectivegploy proactive or reactive flooding of
the network and hence do not scale with the size of the netwdllS [21] is a scalable location service
for geographical routing in ad hoc networks. However, e¥éind location service for geographical routing
can be made scalable, GPS devices can be expensive and eopswumr, and do not function indoors,
limiting the application of geographical routing technégu Although Safari may be less scalable than
geographical routing, Safari provides a practical, sejfanizing hierarchy and is not dependent on GPS or
other specialized devices. Also, geographic routing magenerally drop in performance in the presence

of voids, as the protocol must backtrack to find a suitable-hep node closer to the destination [19];
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since Safari routing, instead, is based on following theers® path of beacon packets, as long as the
wireless links are bi-directional, such voids are not a f@abfor Safari.

Clustering techniques (e.qg., [1], [12], [24], [23], [8],3B [2], [39]) can increase scalability, but existing
active clustering mechanisms require periodic refrestohgheighborhood information and introduce
significant maintenance overhead due to global query flapdimother class of protocols use the idea
of routing via dedicated fixed anchors (e.g., [4], [5]), butls techniques depend on deployment of fixed
anchor nodes. Gao et al. [11] propose a randomized kinetgtering algorithm to create a set of clusters
in a set of moving nodes; they also present a detailed evatuaf the properties of such clustering.
Although this work can be used to create a collaborative aadhithical ad hoc network, it is not clear
how this algorithm would be implemented in a real network &ogv it would perform in such a real
network. For example, the algorithm presented does notidgenshe inherent unreliability of wireless
networks.

Techniques based olandmark routing first proposed by Tsuchia [36], [35], [37], have also been
proposed for scalable routing in ad hoc networks. Similaoto drum hierarchy in Safari, landmark
nodes self-organize themselves into a hierarchy, suchahdtnarks at a given level in the hierarchy are
an approximately equal number of network hops apart. Theeaddof a node consists of the sequence
of identifiers of the nearest landmarks, from highest to kiwlevel. During routing, a node extracts
from the destination address the highest level landmanfhtiiikr that differs from its own node address,
and forwards the packet towards the landmark with that iientThe mapping from node identifiers
to their current address is maintained in a distributeditash_andmark routing achieves scalability by
dramatically reducing the size of per-node routing tableth@ expense of somewhat longer routes. The
original landmark scheme, designed for large wired netwalich as the internet, had only routers as
landmarks. End nodes did not participate in the hierarcANMAR [27] attempts to scale mobile ad hoc
networks by combining ideas from landmark routing and frosh&ye State Routing [26]. It specifically
targets, however, ad hoc networks consisting of groups désaelated in functionality and mobility.

The previous routing protocol that is most similar to MasalL+ [9]. L+ modifies the lookup service of
landmark routing to make it more scalable and modifies therrguo better handle mobile nodes. Although
L+ has a number of similarities to our Masai realization oé t8afari architecture, the fundamental
differences between the two lie in how they perform routinguses a purely proactive approach to routing

and is based on DSDV. Masai, on the other hand, employs achgbrproactive and reactive routing
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approaches. L+ keeps a list of routes to any destinationaiidhes to the next route when the current best
route breaks. It also needs to trigger a distance vectortepdaenever there is any change in connectivity
due to mobility or channel loss. As the proactive part of lngyitMasai uses reverse beacon paths, avoiding
all per-destination overhead. When such a reverse routkdrave perform on-demand local route repair,
thereby switching to reactive routing to find a new route asqhir the routing state. In addition, unlike L+,
the hierarchy in Masai does not extend down to the lowest lenrestops at fundamental cells. Within
each fundamental cell, Masai uses a purely reactive prhtdlcos reducing overhead and improving
scalability. In summary, L+ inherits many of the problemsasated with proactive ad hoc network
routing protocols, which Masai avoids. With increasing ok the frequency of the proactive updates
in L+ (or any proactive protocol) must increase proportlynasignificantly increasing its overhead, a
problem avoided in Masai; between these proactive upditasai can repair routes using reactive local

route repair.

VIlI. CONCLUSIONS

In this paper, we have given an overview of the Safari archite for scalable routing in ad hoc net-
works. We have also presented the design and evaluationpcifis realization of the Safari architecture,
which we callMasai We focus in this work on the scalability of learning and ntaining the routing state
necessary for a large ad hoc network. Masai includes a pilidieth self-organizing network hierarchy
formation protocol, complemented with a new hybrid rouforgtocol that uses this hierarchy. This hybrid
routing protocol consists of both proactive and reactiv@gonents, helping the routing to scale to a much
larger numbers of nodes than previous ad hoc network rogtiatpcols. Nodes in the Safari architecture
are given hierarchical addresses, and each node’s uniqie identifier is mapped to its address using
a distributed hash table (DHT) that leverages the hiereaatmetwork structure. We have evaluated the
Masai realization of the Safari architecture through asialgnd simulations, under increasing network size,
increasing fraction of mobile nodes, and increasing offéraffic load. Our simulation results demonstrate
that the protocol is significantly more scalable than emgstprotocols. Compared to both the DSR and
the L+ routing protocols, in particular, Safari has muchhieigPacket Delivery Ratio (PDR) and lower

overhead, successfully supporting routing in much largehac networks.
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