RustBelt Relaxed - Technical Appendix

This work is accompanied by a machine-checked formalization in Coq, which includes all
definitions, theorems, lemmas and proofs in this appendix, with the exception of the correspondence

proof (§2).
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1 Language

1.1 Grammar

Our language is an extension of the original RustBelt’s Agryst with the relaxed memory semantics
of ORC11 (§1.2). Agrust is a lambda calculus with integers, locations with explicit allocation and
deallocation, and a notion of poison value ®. Instead of sc for atomic accesses, we use release rel,
acquire acq, and relaxed rlx accesses together with fences.

The grammar is given in Fig. 1. Several syntactic sugars are taken as-is from the original
RustBelt, given in Fig. 2. We refer the reader to the original RustBelt appendix (Jung et al. [2017])
for more explanation of the grammar and syntactic sugars.

1.2 Operational Semantics

Following iGPS (Kaiser et al. [2017]) we use an operational semantics for relaxed memory so that it
can be instantiated in Iris. For this work, we extend iGPS’s operational semantics for RA+NA to
include relaxed accesses and fences.

The semantics, called ORC11, is defined by three sub semantics: the expressions semantics
(Fig. 5), the machine semantics (Fig. 9), and the race-detecting semantics (Fig. 6 and Fig. 7).
The combined thread pool semantics is given in Fig. 10 and Fig. 11. In §2, we sketch a proof of
correspondence that relates ORC11 to the axiomatic semantics from Lahav et al. [2017].
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Figure 1: Language syntax.



funrec f(T)retk :=e:=rec f([k]| H T) :=¢
letz =cine := (rec_([z]) :=¢')(e
e;e:=1let_=¢ ine
letcont k(T) := cine’ := let k = (reck(T) :=¢) in¢’
jump k(€) := k(€)
call f(e)ret k := f([k] +e)

false =0
true (=1

if ey thene; else ey := case e of [eq, 9]

*e = *nae

€1 = €2 = €] =pz €2

new := rec new(size) :=

if size == O then (42,1337) else alloc(size)

delete := rec delete(size, ptr) :=
if size == O then ® else free(size, ptr)
memcpy := rec memcpy(dst, Len, src) :=
if len < 0Othen® else
dst.0 := src.0;
memcpy(dst.1, len — 1, src.1)
e1 1=y “es := memcpy(ey,n, e3)
L ()i=el:=1
e1 g e i =e1.0 :=145e1.1 1= eq
el :En Yeg i=e1.0 :=15e1.1 :=, ¥es

skip:=letzx =% in®

newlft := &
endlft := skip

Figure 2: Syntactic sugars.



m € Thread ::= N
t € Time = NT

w € MsgVal:=1|%|v e Val
ActionIds == 2N
V € View = Loc ™™ {w : Time, aw : Actionlds,nr: Actionlds,ar : Actionlds}

V € ThreadView ::= {rel . Loc ™ View, frel : View, cur : View, acq : Vz’ew}
m € ExtMsg ::= {ts : Time,val : MsgVal, view : View?}
M € MsgPool ::= Loc LN LN {val : MsgVal, view : Vz’ew?}

N € NARace ::= View
¢ € GlobalState ::= MsgPool x NARace
MemEvent > € ::= (Alloc, £,n € N*)
Dealloc, £,n € NT)

| ¢
| (
| (erte E v, 0>
| (Update, £, vy, Vayy Oy 04
| (

Fence, o)

Figure 3: Machine state definitions.



w € Readable(¢, M, V) := Jt. M(0)(t) = (w,_) At < V.cur({)

£ ¢ dom(M)
£ € unalloc(M)

I M) = (%)
£ € unalloc(M)

‘ ¢ € unalloc(M)

M"’Ulz’l)g

41 € unalloc(M) V £ € unalloc(M)

MEz= MEL=Y

T Ml = 0

/ 12
A Fz L#Fb FEA0 O£ ¢
}—2’17&22 }_él#€2

l—’Ul :?’1)2
bz =" 2 F =" 0 Fe="0 Fo="¢
na C rlx na L acq na C rel rlx C acq rlx C rel

Figure 4: Auxilliary relations.
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Figure 5: Expression semantics.




‘/\/l,./\f7 V F RaceFree(e) ‘

DRF-READ-NA
vVt € dom(M(0)).t < cur(f)w  N(£).aw C cur(f).aw

M, N, (rel, frel, cur, acq) - RaceFree((Read, £, v,na))

DRF-WRITE-NA
N().aw C cur(€).aw  N(£).nr C cur(€).nr  N(€).ar C cur(€).ar
Vt € dom(M(£)).t < cur(f).w < ty,

M, N (rel, frel, cur, acq) F RaceFree({Write, £, v, na))

DRF-READ-AT
rlxCo  N).w < cur(f).w

M, N, (rel, frel, cur, acq) - RaceFree({Read, ¢, v, 0))

DRF-WRITE-AT
rixCo  NWw<cur(f)w  N(€).nr C cur(f).nr

M N, (rel, frel, cur, acq) = RaceFree((Write, £, v, o))

DRF-UPDATE
M, N,V I RaceFree({Read, £, vy, 0,)) M N,V I RaceFree((Write, £, vy, 04))

M, N,V |- RaceFree({(Update, £, vy, Uy, Or, 04 ))

DRF-ALLOC
M, N,V I RaceFree((Alloc, £,n))

DRF-DEALLOC
Vi € [<n],t’ € dom(M (€ +1i)).t' < cur(f)w Vi€ [<n]. Nl +i).aw C cur(f + i).aw
Vi € [<n]. Nl +4).nr C cur(f+i).nr Vi€ [<n]. N(€£+i).ar C cur(f +1).ar
M N, (rel, frel, cur, acq) - RaceFree((Dealloc, £, n))

Figure 6: Data-race-free (DRF) pre condition, detailing the exact requirements on the local and
global race detector state for any particular memory event.
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N = N[+ {N(l)withnr:= N(£).nrU{r}}]

DRF-POST-READ-NA
!

r & N(€).nr
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=/

!

DRF-POST-WRITE-NA
N' = N[l +{N(l)withw := m.ts}]
N

(Write,£,v,na), L ,[m]

N =N [l {N({)uithar := N (£).arU {r}}]

DRF-POST-READ-AT
rlxCo r¢é&N(l).ar
(Read,£,v,0),7,]]
——

DRF-POST-WRITE-AT
N = N [0+ {N(0) withaw := N'(£).aw U {m.ts}}]

(Write,£,v,0),L,[m]

rlxC o

DRF-POST-UPDATE
ré N(l).ar N =Nl {N({)withar:= N ({).arU {r}}]
N =Nl {N{)withaw := N(£).aw U {m.ts}}]

(Update,£,v, Uy ,0,04 ) ,7,[m]

DRF-PosT-ALLOC
(Alloc,€,n), L,[mo...mp_1]

N =Nl +i+{w:=m;ts,aw:=0,nr:= 0, ar:=0}|i € [<n]]
L N

DRF-POST-DEALLOC
N =Nl +i+ {N({l+i)withw :=m,.ts})|i € [<n]]
LN

(Dealloc,t,n), L,[mg...myn—1]

Figure 7: Data-race-free (DRF) post condition, detailing the change to the global race detector

state on a per-event basis.



OM-READ-HELPER
cur(f).w <t R() <t
V =0+ {w:=¢aw:= 0,nr:=if o = na then {r} else ,ar := if o C rlx then {r} else §}]
cur’ = if acq C othen cur UV U Relse cur UV
acqg = if r1x C o then acg UV U R else acq UV

(R:0,0,t,R),r
_—

(rel, frel, cur, acq) (rel, frel, cur’, acq’)

OM-WRITE-HELPER
cur(f).w <t

V =[l+{w:=taw:=if rlx C o then {t} else §,nr:=0,ar := 0}]
cur’ = curuV acq' = acqUV
V' =rel(/) Uif rel C o then cur’ else V. rel’ = rel [{+ V']
R, =ifrlx C othen V' U frel U R, else L
(W:0,0,t,Ry,Ry),L

(rel, frel, cur, acq) (rel’, frel, cur’, acq’)

Figure 8: View-helper relations.
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SIVS |V

OM-ALLOC
(=(i,n))  {i} x N # dom(M)
M = Ml +m< [ty (1, L)]|m e [<n]]
v (W:na,l+0,to,L,L1) (W:na,l+m,ty,,L, L) (W:na,[+(n—1),t(n,1),L,L} V/
ms = [(tm,t, L) | m € [<n]]
M | v (Alloc,€,n), L ,ms M | v
OM-FREE

0= (i,n’) dom(M) N{i} x N={i} x ([>n',<n/ +n])
Vm € [<n],t € dom(M(£+m)).t < V.cur(f +m).w < t,, A ML+ m)(t).val # ¢
Vm € [<n].dom(M (£ +m)) # &
M = Ml +m< [ty (%, L)]|m e [<n]]
v (W:na,l+0,to,L, 1) o (W:na,l+m,ty,,L, L) - (Wena,b+(n—1),t(n_1),L1,1)

. V!
ms = [(tm, t, L) | m € [<n]]
(Dealloc,l,n), L ,ms

M|V MV
OM-WRITE
OM-READ ¢ ¢ unalloc(M) t ¢ M(0)
¢ ¢ unalloc(M) M()(t) = (v, R) M = M+ M) [t (v, R)]]
i (Reo,0,t,R),r V' v (W:o0,0,t,1,R) v

(Read,?,v,0),r,
_—

i} M | V, M | v (Write,£,v,0),[(t,v,R)]

M|V M|V

OM-UPDATE

¢ ¢ unalloc(M)  ME@)(t) = (v, Ry)  tw=tr+1  to & M)
M = Ml M(0) [t < (Vw, Rw)]]
v (Riop,lytr, Ry}, 7 (W:04,8,tw, Ry, Ruy) V'

M | V <Updﬂtevevvmvw70mo'w)77"7[(tw7vw7Rw)] M/ | VI

OM-ACQ-FENCE

M|V EEEE2D p ) (Y rel, Vofrel, V.acq, V.acq)

OM-REL-FENCE

MY (Fencerel), m | ([£+ V.cur|£ € dom(V.rel)], V.cur, V.cur, V.acq)

Figure 9: Machine semantics.
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COMBRED-PURE
M, VIe—¢é es

(M,N, V) e =2 (M, N, V) | ¢
M" | V" = M, N,V RaceFree(e’)
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Figure 10: Combined machine and expression semantics

S| TS—¢ | TS

ForkView(V) ::= (0,0, V.cur, V.cur)
{po---pn}NdomTS =10

OT-sTEP

(M, V) | e Sl (v N7 V) |
(M,N) | TS = (M N') | TS (€, V)] [pi +(ey,i, ForkView(V")) |i € [<n]]

TS(m) = (e, V)

Figure 11: Threadpool semantics.
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2 Correspondence of ORC11 to RC11

The memory model of ORC11 is modeled after Lahav et al. [2017] (referred to as “RC11” from now
on) without SC accesses and SC fences. It is worth noting that the memory model of ORC11 is more
conservative and declares more programs racy than RC11. To prove this, we show that any program
that is racy under RC11 is also considered racy by ORC11. We make this claim more precise below.

The race detector in ORC11 (and the one in the intermediate OGS machine) is stronger, i.e.,
detects more races, than RC11. In particular, ORC11 does not permit reducing a CAS expression
with order acq in the presence of an unsynchronized non-atomic read even when the CAS itself
synchronizes with the non-atomic read. In contrast, the self-synchronizing nature of CAS leads to
RC11 accepting this particular behavior as non-racy.

To simplify the proof, we allow RC11 to take expression reduction steps that are disallowed in
ORC11. In particular, the declarative semantics in RC11 may compare arbitrary values with each
other, whereas ORC11 will get stuck in some of these cases (see Fig. 5). A potential theorem to prove
would then be that ORC11 detects any RC11 race or gets stuck for other reasons. Fortunately, the
race detector in ORC11 already models races as being stuck and so the theorem statement simply
becomes: Any program that is racy under RC11 will get stuck under ORCI11 (see Theorem 1).

Definition 1 (Extended Order) The set of extended orders ExtOrder is defined by
0 € ExtOrder := Order {relacq}.

Note that relacq J o for any (extended) order o. We define o.w and o.r s.t.

rel,acq if o =relacq
rel,rlx ifo=rel
o0.w,0.1 = { rlx,acq if o =acq

rlx,rlx ifo=rlx

na,na if o = na
Definition 2 (Labels) The set of labels, Label, is defined by the following (tagged) union of events:

v € Label:=  {R°(¢,v) | 0 € Order,{ € Loc,v € Val}
U{w°(¢,v) | o € Order,{ € Loc,v € Val}
U {U"(ﬂ7 Uy, V) | 0 € BxtOrder,{ € Loc,v, € codom(k - =" ), v, € Val}
U{F°| o € {rel,acq}}
U {Fork” | p € Thread}

We write v ~ ¢ when v corresponds a memory event € (mapping all labels except Fork to their
corresponding counterparts in MemFuvent).

2.1 Executions

An execution G is defined by:

13



1. a finite set of events E C N. with events E D E := {aé | ¢ e E}.
2. a labelling function lab € E — Label, with projections typ, mod, loc, val,., val,, where defined.

3. a function tid assigning a thread identifier to every event in E. We write E™ to denote the
events in E with tid(a) = 7.

4. a strict partial order sb C E x E which is total on E™ for every thread . and which puts all
events in Eg before all other events.

5. a binary relation rf C [WU]; =jo¢; [RU] such that
(a) V(a,b) € rf.val,(a) = val,(b)
(b) Vb, <a1, b> erf, <(L2, b> ecrf.a; = as.

6. a family of strict total orders {mop},. . and mo 1= Wee moy.

2.1.1 Comnsistent Executions

Definition 3 (Completeness) An execution G is called complete if and only if for every a € R we
have val,(a) = ® V 3b € Wige(q)- (b,a) € rf. Note that this condition is weaker than in RC11 as it
allows reads from uninitialized locations (signified by the value #).

Definition 4 (Auxiliary relations)

rb = rf_l;

eco:= (rf UmoUrb)*t
rs = [WUJ; sb|Z, ;[(WU)2™; (r; [U])"

asw := [Fork,; (sb|zid:p); [E”]

sw:=asw U ([Egrel]; ([F]; sb)?; rs;rf; [(RU)grlx]; (sb; [F])?; [Egacq])

hb := (sbUsw)"

]

Definition 5 (Consistency) An execution is called RC11-consistent (simply “consistent” from now
on) if it is complete and

e hb;eco’ is irreflexive (COHERENCE)
e sbUrf is acyclic (NO-THIN-AIR)

This definition does not include RC11’s SC axiom.

2.2 Declarative Semantics

The following definitions are taken from Kaiser et al. [2017] (“iGPS”) and, if necessary, adapted to
our setting. Below we define threadpool reduction that generates traces. Note that we circumvent
checks (such as those for legal comparisons) in the expression reduction by providing existentially
quantified memory M and local view V.

14



TRACE-RED-SILENT TRACE-RED-MEM

M VETS(m) — e y~E MV ETS(T) S e,
TS ™ TS[r — ¢ TS 2™ TS[r ¢

TRACE-RED-FORK
V(r)=(e,V) MVETS(r)— e ey pgdom(TS)

TS 287 TS[n s €] W [p > ef]

We write TS =™ TS if TS 27 TS’ for some transition label z; 7S = T8 if TS 27 TS’
for some thread identifier 7; and 7S = TS’ if TS =™ TS’ for some transition label x and thread
identifier . A threadpool is called final if TS(w) € Val for every = € dom(TS).

Definition 6 (Traces) A trace is a sequence of pairs (y1,m1),..., (Yn,Tn). We say that tr =
(71,71, -+, (Yn, ) is a trace of an expression e if

0 es" Bm S S5 Dum L77g
for some thread 7 and threadpool 7S. When TS is final, we call tr a full trace.

Definition 7 A trace tr = (y1,71), ..., (Yn, ) induces partial order on indices sb(¢r), called
sequenced-before, and a relation on indices asw(tr), called additional-synchronized-with. They are

defined by:

w (z,7) € sb(tr) (4, k) € sb(tr)
(i,7) € sb(tr) (i, k) € sb(tr)

1< v = Forkﬁj
(i,7) € asw(tr)

Lemma 1 Let tr be a trace of an expression e. Then

e Any prefix of tr is also a trace of e.

e Any permutation tr’ of tr with sb(tr’) = sb(tr) and asw(tr’) = asw(tr) is a trace of e.
Definition 8 An execution G follows a trace tr = (y1,71), ..., (Yn, Tn) if:

o E={ay,...,a,} such that lab(ax) = vy and tid(ax) = 7, for every 1 <k <n

o sb={(ai,a;) | (i,j) € sb(tr)}.

We call G an execution of expression e if G follows some trace of e.

Definition 9 (Conflict) Two events a and b are called conflicting in an execution G if a,b € E,
{tyD(a), typ(B)} N {W,0} £ 0, 0 # b, and loc(a) = loc(b).

Definition 10 (Races) A pair (a,b) is called a race in G if a and b are conflicting events in
G, and (a,b) ¢ hb Uhb~!. An execution G is called racy if there is some race (a,b) in G with
na € {mod(a), mod(b)}.

Definition 11 (Bugginess) An execution G is buggy if it is racy. An expression e is buggy if some
consistent execution of e is buggy.
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2.3 Operational Graph Semantics (OGS)

We now introduce an operationalized account of RC11 (OGS, short for Operational Graph Semantics),
in which we build up executions step by step. This serves as an important stepping stone towards a
our correspondence proof with ORC11.

Definition 12 (Execution Extension: Memory Accesses) We write G’ € Add(G, 7, p,7) if there
exists an event a s.t.

e G'E=GEUW{a}, G'tid = GtidU{a — p}, G'lab = G.labU {a — ~}
e if p # 7 then p & codom(G.tid)

e G'.sb=(G.sbW(G.E* x {a}))*"

e G'rf DG.rf

e '.mo D G.mo and if vy =W*2(_, ) then a is mo-maximal in G’

Definition 13 (Race Predicate) We define a predicate Race(G,7) which holds for all memory
events that would cause a data race in execution G. Note that this race detector models exactly
the rules implement in ORC11. Thus, it detects more races than RC11 but only in (potentially
non-buggy) executions following buggy expressions.
RACE-I
0oJdrlx v € (RU){ Jda € W*.Vb € E". (a,b) & hb*
v € Race(G, )

RaAcEg-I1
v =R™(,_) Jda € (WU),.Vb € E™. {(a,b) & hb*

v € Race(G, )

RACE-III
y=W=2({, )  3Ja€ (RWU)..Vb € E. (a,b) & hb*

~ € Race(G, )

RACE-IV
oJrlx v =W Jda € (RW)3®. Vb € E". (a,b) & hb*

v € Race(G, )

RACE-V
v =103 Ja € (RW)®. Vb € E". (a,b) & hb*

v € Race(G, m)

Definition 14 (OGS Reductions)

OGS-MEMORY-STEP
v € {R°(¢,v),W°(¢,v),F°}

7 ¢ Race(G, ) OGS-Fork
G’ € Add(G, 7, 7,7) G’ € Add(G, m, p, Fork,) OGS-RACE
G’ is consistent G’ is consistent v € Race(G, )
GLm ¢ G Fokeonm v G 5™ Lrace

16



We define combined machine and expression semantics for OGS. We once again allow expression

reductions to proceed independent of the current state, thus capturing more behaviors than those
allowed by ORC11.

OGS-COMBRED-EVENT

OGS-COMBRED-PURE ve', M" V" " M,V Fe - [l = (G . Lrace)
M, Vie—¢é es M,V Ee® =€ GS5™ G
Gle=2Gle Gleslrc e

OGS-OT-sTEP

TS(m)=e G|6MLWGI|€I {po...pn} NdomTS =10
G|TS =G |TS[r(e, V)] [pi<esili€ [<n]]

We define G to be an execution in which all locations are allocated with an initial value of 0.

Lemma 2 (Inclusion of Behaviors (I)) Let G be a non-buggy, consistent execution of expression
e. Then there exists a trace tr = (e1,m1) ... {(en, ™) of e such that Go Syme 2T vy <
n.Go 5™ LT 1 e

Proof. As G is consistent, we have that sbUrf is acyclic. Let aq,...,a, be an enumeration of E that
respects (sbUrf)". For every 1 <i < n, let m; := tid(a;), &; = lab(a;), and tr = (e1,m1) . .. (€, Tn)-
Adding events ay,...,a, one-by-one we can thus establish either Gy =™ ... =7 @, or—if in
any step j < n the race predicate detects a spurious race—Go —»™ ... Symg L race- O

Lemma 3 (Inclusion of Behaviors (II)) Let e be a buggy expression. Then Go; [0 — €] =* L ace-

Proof. We have that e is buggy and, thus, a consistent execution G which is buggy. Let aq,...,a,
be an enumeration of E that respects sbUrf. Let k be the minimal index such that GN{ay,...,ar}
is buggy, 7.e., racy.

We thus have that G N {ay,...,a} is racy. Let j < k be the minimal index such that loc(ay) =
loc(a;), {ax,a;) ¢ hb Uhb~!, and one of the following holds:

e aj € (WU)Z* A a; € R®™ Vg, € WP2
e a; € (WU)T"* Ay €R™ Va; € W2

Note that we have tid(a) # tid(a;), as otherwise these events would be related by G.sb, and,
thus G.hb.

1. ar € W*. We define B := {a € E|(a,a;) € GhbV (a,a;) € G.hb*} and G’ := GNB. Note that
G’ is non-empty, consistent, and not buggy. By Lemma 2, we have that Gy =™ ... St

G'V3j <n.Gy Hm ... RERY 1 ace for some trace (e1,m1),. .., {€n, ) of e. In the latter case
lab(a;) .
our proof is done. Otherwise we have (ay,a;) € G'.hb and we show that G’ L10b(93), ia(a;) L race-

By Definition 13 (using whichever case corresponds to lab(a;)), it suffices to show that
{ar,b) & G'.hb* for all b € EH4%) By way of contradiction, assume b € EH4(%) and
(ag,b) € G'.hb*. By definition of G’, we have (b,a;) € G.hb V (b,ar) € G.hb*.

17



(a) (b,a;) € G.hb. By transitivity, we have (ax, a;) € G.hb, which contradicts our assumption.

(b) (b,ar) € G.hb*. From tid(ay) # tid(a;) we have that b # ag. Thus, (b,a;) € G.hb. By
transitivity, we have (b,b) € G.hb, which contradicts hb’s irreflexivity.

As (e1,m1), ..., (en,mn), (lab(a;), tid(a;)) is a valid trace for e, we have that Go; [0 — €] —*
LraCe‘

2. aj € W* is symmetric to the case above.

3. ap € (WU)Z* A a; € R We define B := {a € E|[{(a,a;) € G.hb V (a,a;) € G.hb*} and
G’ := G N B. Note that G’ is consistent and not buggy. By Lemma 2, we have that
Gy 5™ . 2™ PV < n.Gy 5L 575 1 ace for some trace (e1,71)y oy (Eny Tn)
of e. In the latter case our proof is done. Otherwise we have (ay,a;) ¢ G'.hb and we show

lab(a;) id(a.
that G/ ——5tid(a;) Lrace-

By Definition 13, it suffices to show that (ag,b) ¢ G’.hb* for all b € EH4(®) By way
of contradiction, assume b € EY4(%) and (ay,b) € G'.hb*. By definition of G’, we have
(b,a;) € G.hb V (b, ai) € G.hb*.

(a) (b,a;) € G.hb. By transitivity, we have (ax, a;) € G.hb, which contradicts our assumption.

(b) (b,ar) € G.hb*. From tid(ay) # tid(a;) we have that b # ay. Thus, (b,a;) € G.hb. By
transitivity, we have (b,b) € G’.hb, which contradicts hb’s irreflexivity.

As (e1,m1), ..., (en,mn), (lab(a;), tid(a;)) is a valid trace for e, we have that Go; [0 — €] —*
Lra.Ce'

4. aj € W21 A q;, € R®2. This case is symmetric to the one above.

2.4 OGS to ORC11

Definition 15 We define auxiliary relations {auxrel},, auxfrel, and auxacq.
auxrely := hb; [W;*]
auxfrel := hb; [F**!]
auxacq := hb; ([E*]; ([F]; sb)’; rs; rf; R7*])°
Definition 16 (Timestamp Assignment) A timestamp assignment for an execution graph G is
a function ts : W — Time, that satisfies ts(a) < ts(b) whenever (a,b) € mo. Given a timestamp
assignment ts for G and an event a € W, the view of an event a in G according to ts, denoted
view(a, G, ts), and the message induced by a in G according to ts, denoted msg(a, G,ts), are given
by:
M. max {ts(b) | b € Wy, (b,a) € hb*} if mod(a) = rel
view(a, G,ts) = A, max {ts(b) | b €W, (b,a) € (auxfrel Uauxrel,)’;hb*}  if mod(a) = rlx
L otherwise

msg(a, G, ts) =(valy,(a), view(a, G, ts))
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In these definitions, we take | to be the maximum of an empty set.

Definition 17 (Event Injection) Let G be an execution and a € E. We define an injection into
natural numbers, written Inj(G, a), as follows.

Inj(G, a) := prime(tid(a))H{tI{b-a) €5}

where prime(n) is the n prime number. Note that Inj is injective and that performing a machine
step G — G’ implies Inj(G’, a) = Inj(G, a) for any a € G.

We write Inj(G, X) for {Inj(G,a) | a € X}. We also write a € Y for Inj(G,a) € Y if Y is defined
as Inj(G, X) for some X. (Note that this implies a € X.)

Definition 18 Let G be an execution and ts be a timestamp assignment for G. We define the
physical state (M, V&, NE) as follows.

G,t if Ja.t =1
e The memory is defined by M = M. \¢. msg(a,Gts)  if 3a s(a)

4 otherwise
e The thread view Vg is defined by
ThEvs(X,S,R) = {aeS|3be X.(a,b) € R*}
tmax(X, S, R) := max{ts(a) | a € ThEvs(X, S, R)}
V(X, R) = M. { W = tmax(X7 w€7 R)a

aw := {ts(a) | a € ThEvs(X, W%IIX7R)} )
nr:= Inj(G, ThEvs(X, R}, R)),
ar := Inj(G, ThEvs(X, R, R))

}

VE () := {rel := M. V(E™, auxrely),

frel := V(E™, auxfrel),

cur := V(E™, hb),

acq := V(E", auxacq)

}

e The global race detector state N5 is defined by
NE =M. {
W= tmax (B, W5, (=),
aw = {ts(a) |a€ w%rlx} ,
nr := Inj(G,R3?),
ar := Inj(G,RZ™)

}
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In these definitions, we take | to be the maximum of an empty set.
We say that G relates to a physical state (M, V, N), denoted G ~ (M, V,N), if and only if
(ML, VE NS = (M, V,N).

Definition 19 In the following, we lift ORC11’s machine semantics to thread views such that
(M, N, V) ST (MN' V) = (MUN) [ V() S (M N | VAV =V [r« V)

Lemma 4 Suppose G 5™ G/, v ~ ¢ and let ts’ be a timestamp assignment for G'. Then ts |q.y is
a timestamp assignment for G and (M4, V5, NE) 57 (ME, Vs NE).

Lemma 5 (Inclusion of Behaviors (I)) Suppose G -7 ... X% G and G ~ (My, Vi, N).
Then either

e there exist €1 ...6,, (Mg, No, Vo) Ga...(Mp, Ny, V,) G, such that ™% [gq]...... Enymn
(Mn;Nnavn)
e orthereexist j < n,eq...6541, (Ma,Noy Vo) Ga ... (M;,Nj,V;) G; such that =5 [g1]...... Sy

(Mo N5 70) A= (5,06, 0,) 28mes ),

Lemma 6 (Inclusion of Behaviors (IT)) Let G be a consistent execution that is not buggy, G ™

Lraces G~ (M,V, N), and 7 ~ & Then (M, A) [ V(m) 5 )

Proof. Let ts be the timestamp assignment implied by G ~ (M, V, ). We consider the following
cases.

1. ye{R°(¢, ),0°(¢, , )}ANoIJrlxAJaeWp.Vbe E™. (a,b) & hb*.

We show — (M, N, V() I RaceFree((Read, ¢, _,0))). It suffices to show that V(m).cur(f) <
N(0). Let apn, € Wp* be the mo-maximal non-atomic write event on ¢ (which implies ¢s(ay,) >
ts(a)). Then N(€) = ts(an,). It thus suffices to show that V(r).cur(f) < ts(a,,). By way of
contradiction, assume that V(m).cur({) > ts(a,,). Then, there exists ¢ € Wy, and b € E™ s.t.
(c,b) € hb* Ats(c) > ts(ay,). From (a,a,,) € mo*, COHERENCE, and G being non-racy we
have that (a,a,,) € hb*. As G is non-racy, we also have ¢ = ay, V (am,c) € hb V (¢, ay,) € hb.

(a) ¢ = am. We have (a,,b) € hb*. Then, by transitivity, we have (a,b) € hb* which
contradicts our initial assumption.

(b) {(am,c) € hb. By transitivity, we have (a,,,b) € hb*, and, thus, (a,b) € hb*. This
contradicts our initial assumption.

(¢) {¢,am) €hbAc# a. By COHERENCE, we have {a,, c) € mo and, thus, {c,a,,) €
This contradicts ts(c) > ts(amn,).
2. y=R™({,_)Ada € (WU),.Vbe E™. (a,b) & hb*.

We show — (M, N, V(r) - RaceFree((Read, ¢, ,na))). It suffices to show that there exists ¢/,
(W, V') = M) s.t. V(r).cur(f) <t/ VN(£).aw Z V(7).cur(£).aw.

We choose t' = ts(a) and (v, V') := msg(a, G, ts). It suffices to show V(7).cur(¥) < ts(a) V
N(€).aw IZ V(r).cur(f).aw. There exists ¢ € Wy and b € E™ s.t. {(¢,b) € hb* and V(m).cur(f) =
ts(c).

We consider two cases:
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(a)

(b)

mod(a) = na. We show ts(c) < ts(a). By way of contradiction, assume ts(c) > ts(a).
We have ¢ # a as otherwise (a,b) € hb*, contradicting our assumption. Thus we have
ts(c) > ts(a) and {a,c) € mo. From G being non-racy, COHERENCE, and (a,c) €

we have that (a,c) € hb. By transitivity, (a,b) € hb*, which contradicts our assumption.

mod(a) = rlx. We show N (¢).aw [Z V(7).cur(¢).aw. By way of contradiction, assume
that A(£).aw C V(r).cur(f).aw. We have a € N (¢).aw and, thus, a € V(r).cur(f).aw.
Hence, there exists b’ € E™ s.t. (a,b’) € hb*, which contradicts our assumption.

3. v=W"(¢,v) Ada € (RWU),.Vb € E™. (a,b) & hb*.

We show that — (M, N, V(r) - RaceFree((Write, ¢, _,na))). There exists ¢ € W, and b € E™
s.t. {c,b) € hb* A V(mr).cur(f) = ts(c). We also have a # ¢ as that would imply (a,b) € hb*,
contradicting our assumption.

We consider the following cases.

(a)

(b)

()

a € Wp. We show that there exists t/, (v/, V') = M(£)(t') s.t. ts(c) < t'. We choose
t' = ts(a) and (v, V') := msg(a,G,ts). It suffices to show ts(c) < ts(a). As G is
non-racy, we have (a,c¢) € hb V (¢,a) € hb. The former implies, by transitivity, that
(a,b) € hb*, which would contradict our assumption. Thus, (c¢,a) € hb. As a # b we
derive (¢, a) € mo from COHERENCE and, thus, ts(c) < ts(a).

a € (WU)ZQIM. We show that N (€).aw [Z V(7).cur(f).aw. By way of contradiction, assume
that MV(€).aw C V(w).cur(f).aw. We have a € N (¢).aw and, thus, a € V(m).cur(f).aw.
Hence, there exists b’ € E™ s.t. (a,b’) € hb*, which contradicts our assumption.

a € Rg. We show that N'(£).nr Z V(r).cur(€).nr V N (€).ar Z V(r).cur(£).ar. We have a €
N(€).nrVa € N(f).ar. By way of contradiction, assume that A/ (£).nr E V(r).cur(£).nr A
N (€).ar C V(r).cur(f).ar. Then a € V(m).cur(£).nrU V(m).cur(f).ar. Hence, there exists
b € E™ s.t. (a,b’) € hb. This contradicts our assumption.

4. y=W{l, )NoJrlxAdac (RW)}>.Vb e E™. (a,b) & hb*.

We show — (M, N,V (r) F RaceFree((Write, £, _,0))). We consider a € R® and a € W™
separately.

()

a € R™. It suffices to show that N/ (£).nr IZ V(7).cur(£).nr.

By way of contradiction, assume that N (€).nr C V(7).cur(¢).nr. We have a € N(¢).nr
and, thus, a € V(m).cur(¢).nr. This implies that there exists ¥’ € E™ s.t. (a,b’) € hb*,
which contradicts our assumption.

a € W, Tt suffices to show that V(7).cur(¢) < N (¢).

Let a,, € W* be the mo-maximal non-atomic write event on ¢ (which implies ts(an,) >
ts(a)). Then N(£) = ts(am,). It thus suffices to show that V(7).cur(¢) < ts(am,). By
way of contradiction, assume that V(m).cur(¢) > ¢s(a,). Then, there exists ¢ € Wy
and b € E™ s.t. (¢, b) € hb* Ats(c) > ts(an,). From (a,a,,) € no*, COHERENCE,
and G being non-racy we have that (a,a,,) € hb*. As G is non-racy, we also have
¢ =am V (am,c) €hbV (c,an) € hb.

i. ¢ = ay,. We have (a,,b) € hb*. Then, by transitivity, we have (a,b) € hb* which
contradicts our initial assumption.
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ii. (am,c) € hb. By transitivity, we have (a,,,b) € hb*, and, thus, (a,b) € hb*. This
contradicts our initial assumption.

iii. {¢,am) € hbAc # a. By COHERENCE, we have (a,,, ¢) € mo and, thus, {c, a,,) €
This contradicts ts(c) > ts(am,).

5. y=U°¢, , )A3Jac (RW)}>.Vb € E™. (a,b) & hb*.

We show that performing the “write” part of the update event leads to a race in ORC11, i.e.,
= (M, N, V(7) F RaceFree((Write, £, 0.w))). We consider a € R™ and a € W** separately.

(a)

a € R™. We show that N (¢).nr IZ V(7).cur({).nr.
By way of contradiction, assume that N'(£).nr C V(m).cur(f).nr. We have a € N(£).nr

and, thus, a € V(r).cur(£).nr. This implies that there exists b’ € E™ s.t. (a,b’) € hb*,
which contradicts our assumption.

a € W, Tt suffices to show that V(7).cur(€) < N ().
Let a,, € W* be the mo-maximal non-atomic write event on ¢ (which implies ts(a,) >
ts(a)). Then N (€) = ts(an,). It thus suffices to show that V(x).cur(¢) < ts(an,). By
way of contradiction, assume that V(w).cur(¢) > ts(a,,). Then, there exists ¢ € Wy
and b € E™ s.t. (¢, b) € hb* Ats(c) > ts(an). From (a,a,) € no*, COHERENCE,
and G being non-racy we have that (a,a,,) € hb*. As G is non-racy, we also have
¢ = am V {(am,c) € bV (c,a,,) € hb.
i. ¢ = a;,. We have {(a,,,b) € hb*. Then, by transitivity, we have (a,b) € hb* which
contradicts our initial assumption.
ii. (am,c) € hb. By transitivity, we have {(a,,,b) € hb*, and, thus, (a,b) € hb*. This
contradicts our initial assumption.
ifi. {¢,am) € hbAc # a. By COHERENCE, we have (a,, ¢} € mo and, thus, (¢, an,) €
This contradicts ts(c) > ts(am,).

O

Lemma 7 Suppose G 5™ ... % | and G ~ (M1, V1, N7). Then there exist 0 < j < n,
€1..-&j+1, (MQ,NQ,VQ) Go... (Mj,./\/'j,Vj) Gj such that ~% [61] ...... i)ﬂj (./\/lj_l,./\/‘j,vj') A

~ (Mg A5 v3)

Proof. Follows from Lemma 5 and Lemma 6. O

Definition 20 (Initial State) We define the initial physical state My, global race detector state Ny
as well as an initial thread view Vj as follows.

L if t =
Mo = e, 0L =0
L otherwise
No =M. 0
auxview := M. { w:=0,aw:= 0, nr:=0,ar:= 0, }

Vo := {rel := M. L, frel := L, cur := auxview, acq := auxview, }
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Theorem 1 (ORC11: Racy Programs Get Stuck) Suppose e is buggy. Then (Mg, Np) | [0 —
(e, Vo)] =* (M, N") | TS’ such that = ((M',N") | _).

Proof. Follows from Lemma 3 and Lemma 7. O

3 Lifetime Logic for Views

The lifetime logic in RustBelt needs to be adapted to a logic like GPFSL where assertions depend on
views.

3.1 Proof Rules

Splitting ownership in time. The lifetime logic adds a built-in notion of lifetimes, and the
notion of “owning P borrowed for lifetime x”, written &g,y P-

The rule LFTL-BEGIN is used to create a new lifetime. At this point, we obtain the token [x]
which asserts that we own the lifetime k: We know that the lifetime is still running, and we can end
it any time by applying the view shift we got. Now, it turns out that we may want multiple parties
to be able to witness that x is ongoing, so we need to be able to split this assertion: [x] q denotes
ownership of the fraction ¢ of . Lifetimes can be intersected using the ' operator.

We also obtain an update to end the new lifetime again. This makes use of the “update that
takes a step”, defined as follows:

P=kP Q=P 520

The core operation of the lifetime logic is borrowing an assertion P at a given lifetime. Using
LFTL-BORROW, P is split into ownership of P during the lifetime x (the full borrow), and ownership
when x died (a view shift that lets us “inherit” P from k). In some sense, we are splitting ownership
along the time axis: The justification for the separating conjunction is the fact that a lifetime is
never both ongoing and has already ended at the same time. Thus, the two parts that we split P
into can be treated as disjoint resources: They govern the same part of the (logical and physical)
state, but they do so at different points in time.

When a lifetime ends, full borrows at that lifetime are not worth anything any more, a fact that
is witnessed by LFTL-BOR-FAKE.

Borrowed assertions can still be split and merged, as shown by LrTL-BOR-sEP. To get access to
a borrowed assertion, we use LFTL-BOR-ACC-STRONG. The rule is quite a mouthful, so it is worth
looking at the following simpler (derived) version:

(&tan P [5], < > P) g, (1)

This lets us open full borrows (&g, P) if we can prove that the lifetime is still ongoing, which we do
by presenting any fraction of the lifetime token. We obtain > P, but lose access to that token for as
long as the full borrow is open, which ensures that we do not end the lifetime while the full borrow
is open. Once we re-established > P, we can close the full borrow again the get our token back.

The full rule LFTL-BOR-ACC-STRONG actually lets us close not just with > P, but with any > @ if
we can show that @ entails P through a view shift. Furthermore, that view shift is only actually
tun when the lifetime ends, which is witnessed by providing the appropriate token ([x]).
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Figure 12: Lifetime logic assertions and proof rules

Notation Meaning Timeless Persistent
k], Fraction ¢ of lifetime token for x: Witnessing that Yes No
the lifetime is still ongoing
[tx] Witness confirming that the lifetime x is dead (i.e., Yes Yes
it has ended)
&g P Ownership of the full borrow of P for k No No
& P There is an indexed borrow named i of P for k No Yes
[Bor :i]  Ownership of the indexed borrow i Yes No
&gt/ P Internal atomic persistent borrow of P for & No Yes

Lifetimes. Lifetimes x form a cancellable PCM with intersection as the operation (M) and unit €.
I / /
k C k"= 0OV ([k], © ¢ [ ne

Lifetime creation and end.

LFTL-BEGIN N LFTL-TOK-FRACT LFTL-TOK-FRACT-OBJ
True = xq,, 3s. [s], * O([x], p L)) [Klgsq & [K]g % [8ly [Klgsq = [kl * 0bj) [,
LFTL-TOK-COMP LFTL-TOK-UNIT LFTL-NOT-OWN-END LFTL-END-COMP

(kM & (K], * 5], True = [¢], [K], * [fx] = False [tk N K] & [TK] V [TK]

LFTL-END-UNIT
[te] = False

Creating full borrows and using them.

LFTL-BORROW LFTL-BOR-SEP

> P = nn &gan P * ([15] =Ky, > P) &ran(P * Q) S wip, &gan P * &5 @
LFTL-BOR-FAKE

(subj) [TK] = i &pan P
LFTL-BOR-ACC-STRONG
&fan P % K], S nip IK 5 C K 5> P <VQ. > (>Q * (subj) [1r] =K, > P) #>Q =K, &y Q # [n]q>

LFTL-BOR-ACC-ATOMIC-STRONG
&y P Mrs? (HP’,%’. kC K *>([P']AP)* (VQ. > (> Q * (subj) [1x'] =k, > P) x>([P'TA Q) = Q)) %

(EIF;'. k C K * (subj) [tK'] * Q}EM“ True)
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Figure 13: Lifetime logic assertions and proof rules, continued

Indexed borrows.

LFTL-IDX-SHORTEN
K Ck

&EP = & P

LFTL-BOR-IDX
&g P < Ji. & P * [Bor : i

LFTL-IDX-ACC
&5 P(Viok) * [Bor : 4] (Vior) * [/ﬂq(mG) San, V.V E Viek U Vior * > P(V) %

(¥Vioie Vi £ Vi x> P(Vi U V) SK g, [Bor i) (Vi U V) # [8], (Vi) )
LFTL-IDX-BOR-IFF
LFTL—IDX—]{SOR—UNNEST , >O(P < Q)
&TP * &?ull([Bor : Z]) 3-’\/1& &?le_lhli P &fP = &;{Q
Internal persistent atomic borrows.

LFTL-IN-AT-SHORTEN

LFTL-BOR-IN-AT LFT/L-IN—AT-ACC W Tk
K k/0 k/0 =
&fullP 3./\/m &ai{ P &at P <[K/]q = W.> LPJ qu>9\/m ) k' /0
L &t P=&,,/ P
FTL-IN-AT-IFF
>0(P < Q)

&’ P =&’ Q
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Finally, the rule LFTL-BOR-ACC-ATOMIC-STRONG provides a way to access a full borrow without
having a proof that the lifetime is still ongoing.

A closer look at lifetimes. Before we go on talking about the lifetime logic rules, we have to

become more concrete about what a lifetime k is. Lifetimes x form a partial commutative monoid

with unit e. We will also refer to the composition operation (1) as intersection of lifetimes. Moreover,

the PCM has to be cancellable, which means that the composition function is injective.
Furthermore, we define the following inclusion relation on lifetimes:

kC kK =0 (Vq. <[I€]q =X8 [W/]q'>Mft)

This says that « is dynamically shorter than ' if, given any fraction the token for s, we can produce
some fraction of the token for x’. It is easy to show that this inclusion interacts as expected with
lifetime intersection (LFTL-INCL-ISECT).

Indexed borrows. While the proof rules given so far bring us pretty far, it turns out that for
some of the advanced reasoning we need to do for Rust, they do not suffice. As we start to build
more complicated protocols involving full borrows, the fact that &g,y P is neither timeless nor
persistent really becomes a problem.

For this reason, the logic provides a way to decompose a full borrow into timeless and persistent
pieces (the borrow token and the indexed borrow, respectively), which are tied together by an
index i (LFTL-BOR-IDX). Indexed borrows can be opened using LrTL-1DX-Acc, but they cannot
be strengthened, reborrowed or split. Furthermore, indexed borrows can be shortened (LFTL-1DX-
suorTEN) following the dynamic lifetime inclusion ' C k.

Indexed borrows are used to state the rule LFTL-1DX-BOR-UNNEST, which will be used later to
prove two important derived rules: unnesting and reborrowing.

Internal atomic persistent borrows. They are a primitive form of atomic persistent borrow
(see the pargraph below about atomic persistent borrows). They have the same opening and closing
rules as atomic peristent borrows, but use Mg as namespace, which could not be used with atomic
persistent borrows.

Internally, they are implemented in a very similar fashion as atomic persistent borrows. The
reason we need them is that they are used for implementing fractured borrows, which are in turn
used for creating dynamic lifetime inclusion, and this cannot afford using a different mask as M.

3.2 Derived Forms of Borrowing

Fig. 14 shows some rules that can be derived from the basic rules discussed in the previous subsection.
Furthermore, we introduce in Fig. 15 some derived forms of borrowing — that is, assertions that
share are somewhat like &§,;; P, but not exactly.

Reborrowing. Two The rule LFTL-REBORROW lets us reborrow a &g,y P, which means that we
can pick some statically shorter lifetime ' C x and obtain P borrowed at x’. When &’ ends, we can
get our original full borrow back.

The rule LFTL-BOR-UNNEST is related. It deals with the case that we have a full borrow of a full
borrow (&’f"l;u &g P)- If we have already opened that full borrow and stripped a way the > added
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LFTL-INCL-GLB LFTL-FRACT-LINCL LFTL-BOR-SHORTEN

LFHTL;IECL-ISECT K C K K C K" &»;rac q/. [K/I]q-q’ K C K
kMK Ck _ ;
LFTL-REBORROW kC k' K" kCw LrTL-BoR-UdtfigirP = &g P

’ ’ ’ ! : Mk’
K E kb &g P = an &an P+ ([14] =K., &hun P) &ran(&gan P) =Ky &bl

LFTL-BOR-ACC-CONS
&an P * [K], S ane D P *VQ. > (>Q =K >P)x>Q =K, & Q * [4],

LETL-BOR-ACC LFTL-BOR-FREEZE LFTL-BOR-IFF
: - inhabited >O(P <
(1], * G P =5 0 Py _ Tmhabited rore )
(&fan 2 : 7. P) S 55y, 0 T &G P &g P = &g @

Figure 14: Lifetime logic derived rules

by opening, then we can use LFTL-BOR-UNNEST to “unnest” the full borrow in the sense that we end
up with a full borrow at the intersected lifetime (&g,)," P).
Both of these rules are derived from LFTL-IDX-BOR-UNNEST.

Persistent borrows. Persistent borrows are a persistent version of borrows. This means that
many parties are allowed to get access to its content. In order to avoid reentrant accesses, we can
use two different mechanisms, giving rise to two flavors of persistent borrows.

Similarly to invariants in Iris, the first possible mechanism is to force only atomic accesses. We
then get atomic persistent borrows, which are essentially like invariant in Iris with the additional
quirk that the invariant is only maintained for the duration of the lifetime of the borrow. They can
be defined as follows:

&8N P = 30, &5 P N # Nig [ [Bor - 4]
at i 1ft

The other possible mechanism is to restrict the persistent borrow to be used in a threaded
manner, by using the mechanism of non-atomic invariants described in the Iris documentation (and
can be adapted to the GPFSL logic with the same rules). The persistent borrows of this other flavor
are called non-atomic persistent borrows. They can be defined by:

&N P =3 &5 P« Nalnvp'N([Bor 1))

Fractured borrows. A fractured borrow is a borrow of a permission ®(q) that can be fractured,
i.e., decomposed according to a fraction:

D(q1 + q2) & P(q1) * P(qz)

Intuitively, it should be possible to share such a borrow, and still obtain some fraction of @ via
a non-atomic accessor, i.e., ¢(g) can actually be kept around for non-atomic expressions. This is
because even if other threads are concurrently accessing the borrow, they will always leave some
fraction of @ in the borrow.

Fractured borrows are particularly interesting for giving rise to dynamic lifetime inclusion
(LFTL-FRACT-LINCL).
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Notation = Meaning Timeless Persistent

&:{NP There is a atomic persistent borrow of P for  in No Yes
namespace N’

feac Aq- P There is a fractured borrow of \q. P for k No Yes

&5/PN P There is a non-atomic persistent borrow of P for k No Yes

in non-atomic invariant pool p, namespace N

Atomic persistent borrows

LFTL-BOR-AT N LFTJI\,[-AT-ACC
K K K Nige
N # M = &g P = as, &at/ P &at/ PE (s, © Vo. > [P] y, ) M0 &
LFTL-AT-SHORTEN LFTL-AT-IFF
K Ck >O(P < Q)
&N p =g /Np &N P = &N Q

Non-atomic persistent borrows

LFTL-BOR-NA LFTL-NA-ACC
& P 25 &PV P &EPN P (K], % [Na: pN] & o Py, n
LFTL-NA-SHORTEN LFTL-NA-IFF
K Ck >O(P < Q)
&H/p.NP = &K,/P.NP &ri{léN.P = &ﬁéj\/@

Fractured borrows

LFTL-BOR-FRACTURE
Va1, ¢2- P(q1 + q2) & P(q1) * P(qz)

&?ull @(]_) 3-/\/'1& ?rac @

LFTL-FRACT-ACC
&hac P F (K], & ¢ > P(d) ps,,

LFTL-FRACT-SHORTEN LFTL-FRACT-IFF
K Ck >0(Vg. 2(q) < ¥(q))
&g‘ac b = &?Ifac P &?rac o= &?rac o

Figure 15: Lifetime logic derived forms
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4 GPFSL

GPFSL is an extension of iGPS (Kaiser et al. [2017]) that adopts the fence modalities from FSL (Doko
and Vafeiadis [2016, 2017]). Fig. 16 lists the rules for traditional points-to assertions (non-atomics).
Fig. 17 lists the rules for fork and fences.

GPFSL also combines GPS single-location protocols and iGPS single-write protocols with atomic
borrows (Fig. 18, Fig. 19, Fig. 21, Fig. 22, Fig. 23, Fig. 24). These protocols are used to verify
Mutex, RwLock.

GPFSL also develops protocols based on view-dependent cancellable invariants, which is a simpler
variant of the lifetime logic. The protocols differ slightly from the atomic-borrows-based versions.
Some of them are given in Fig. 25 and Fig. 26. These protocols are used to verify Arc<T>,
thread: :spawn, and rayon::join.
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NA-FRAC-AGREE NA-FREEABLE-COMBINE

P NN NN L. NN T;”E*TZ?"EﬂLm@ Zf:;fnlg
NA-ALLOC NA-FREE
{True}alloc(n) {€.30. 0 — T * |0] = n * 17 ¢} {6+ 5110} £ree(|v], v) {True}

NA-READ NA-WRITE
{e % o} e{v/ v/ = vt o} {0 v}l = w{l— w}
NA-MEMCPY
1] = [02| =n
{61 — U1 % 1€2 'i> @2}61 =n *52 {51 — Vg * ZQ )i) EQ}
Figure 16: Non-atomics rules.
FoOrk
Vp.{P}ein p{True}
{P}fork{e} {True}
REL-FENCE ACQ-FENCE
{P} fenceye; in m{A, P} {Vr P} fence,.qinm{P}

Figure 17: Fork and fences rules.
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ATBOR-N-PERSISTENT ATBOR-N-LOCAL

& =0&" &80 (t5,0) | T]= R4 1 5,0,T)

ATBOR-N-LOCAL-JOIN

Rt 5,0, L)« & [ (', 8, 0) | T]= &"[0: (t,5,0)

ATBOR-N-INIT
[K], = &gan (Fv- £ = v x P(v)) = (Vt,0. > P(v) > Ty, (4,t,5,0)) >

(OVt, s,0. > L, (4, t,5,0) = > Pv)) =K
K], * Ft,v. &" [ L1 (L, 5,0)

ATBOR-N-RLX-READ
vi' 3t,s Ds, 0 . T.(4,t,s" v) = T.(0, ¢, 8,0« P(t',s',v)
v’ 3t s Ds, 0 . T,(0,t', 8, 0) = T,(0, ¢, ", 0"« P(t', s, v)

{[/@]q *« &0 (t,5,0) } R AT 77{1},. (K], 3t Dt,8" s &7 |01 (', 6',0)) | T]* Va P(t',s’,v’)}

ATBOR-N-ACQ-READ
vt s W T80 = L0 8 0« P(E, s 0
V' s 0 T (8 0) = T4t 8, 0") « P(t,s',v")

{[/{]q * & } racay {v’. [K], 3t Dt,s" Js. &“* P, s',v’)}

ATBOR-N-RLX-WRITE
{[Ii]q « &0 (t,s,0) | T]* Ax (V8 > 6. R, 80, T) = T, (¢, t’,s',v’))}

{i=p v inm
{{], =& [ (s N L]
ATBOR-N-REL-WRITE

{[6], * & [ (s ) [T]* (W > . R(H 8,0, T) S T(6,t, 8, 0)}

/-
{i=raa ¥ inm

(in), » & [T LT

Figure 18: Atomic-borrow-based normal GPFSL prototocols.
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Al°w P = (if 0,, = rel then P else A, P)
V!or P .= (if 0, = acq then P else V. P)

ATBOR-N-caAs
of,0r € {rlx,acq} oy € {rlx,rel}
V' 3t,s D s,0 . Ty, 8,0 ) V(61,8 v) = (Fou, =" v)
V' Jt,s' Ds,0'. (v #v.) = (0,8, 0) = T.(0,t,8,0) « R(t',s',v")
V' 3t Js,0". (v #£v.) = Tt ,0) = T,(0, ', 8", 0") « R(t', s, v)
V' Dt Ds. 0T, s, v.) 2 0Q1(t,s) x>Qa(t,s")
rou (Vt’ Jt,8 Js.Pwp>Qo(t’,s) = 35" D'Vt > t. >R, 5", vy, T) )

T = ((obj) (b Q1(t',s") = Lt s v))) x 3k (Q(",8") * Ty (£, ", 8", vy))

{In], » & [ (s, 0) [T]« AT P

CAS(Z, vy, Uy, Of, 0, 0) INT

b=1%3t" >t & [0: (t, 5 vy) |Z]* Vi Q(t",s")
Vb=0x Al Px3t' >0 (Fv #v)« &[0 ('8 7)) *V;Of R(t', s, v")

b. [K‘,]q x3s’ O s.

Figure 19: CAS rule for atomic-borrow-based normal GPFSL prototocols.

SW-WRITER-LOCAL-EXCLUSIVE SW-LOCAL-WRITER-READER
W, t,s,v,T)« W(lt, s,v,T)= False W, t,s,0,T) = R({,t,s,v,T)

SW-CREADERS-LOCAL-JOIN
q q I o q+q’
RE (4t s,0, 1)« RE (0,1, 8,0, T)=RET (L, t,s,v,1)

SW-CREADERS-LOCAL-SPLIT
+q' ’
RIT (Ut s,0,T) = RL (4, t,s,0,T)«RE (¢,t,5,0,T)

SW-CWRITER-LOCAL-EXCLUSIVE
Wenr (6,1, 8,0, L) % Wane (6,8, 8", v', ) = False

SW-SHARE-LOCAL-CWRITER SW-READER-CREADER-LOCAL
Wl t,s,0,T) = Wane(l,t,5,0,T) * RL (£,t,5,0,T) RE (.t s,0,T) = R({,t,s,0v,T)
SW-CW-LOCAL-EXCLUSIVE SW-CR-LOCAL-EXCLUSIVE

W(l,t, 5,0, L)% Wane (£, t', 8,0, T) = False W(l,t,s,0, L)« RE _(6,t',s',v',T) = False

Figure 20: Local assertions of single-writer GPFSL prototocols.
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ATBOR-SW-READER-PERSISTENT ATBOR-SW-READER-LOCAL

&0 (t,s,0) R:>D&” 0:(t,s,v) R & 0 (t,s,v) RéR(@,t,s,v,I)

ATBOR-SW-READER-LOCAL-JOIN

R(Et5,0,1) + & [0 (¢, 0[] = &"[¢: (t,5,0)[T]

ATBOR-SW-WRITER-LOCAL

[ ts0)[Z), = Wts.0.T)

ATBOR-SW-WRITER-LOCAL-JOIN

Wl L5,0.T)« & [£: (05 ) ], = & [ (ts0) [T

ATBOR-SW-CREADER-LOCAL

& 0 (t,s,0) qCR = RL (,t,s,0,T)

ATBOR-SW-CREADER-LOCAL-JOIN

K K 4
RY, (6,t,5,0.7) » & [T (0, T, = & [ o) [Z].,

ATBOR-SW-CWRITER-LOCAL

&K I (t,S,U) CW = Wshr(g,t7S,U7I)

ATBOR-SW-CWRITER-LOCAL-JOIN

Wene (0, 5,0, 1) % &"[£: (', 8", 0) [ T] = &"[€: (8,5,0)[T]
ATBOR-SW-UNSHARE-LOCAL-CWRITER

1
[K], * Wane (4,2, 8,0, T) + &" CR = [k], * &"[L: (t,5,0) W

Figure 21: Atomic-borrow-based single-writer GPFSL prototocols (1).
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ATBOR-SW-INIT

(K], * &gan (Bv- £ = v % P(v)) = (VE,v. > P(v) +« W(Lt,5,0,T) = 0Ty (4 t,5,0) x Q(t,v)) —*

(OVt, s,v. L, (L, t, s,v) = > Pv)) =K
[K], * 3t 0. &"[L: (t,5,0) R * Q(t,v)

ATBOR-SW-READ
o€ {rlx acq}

vt' Jt,s" s, 0" (0,1, " 0") EIT(E,t',s’,v)*P(t’ s’ v')
V' 3t, s Ds, 0 . T,(0, 1,8, 0) = T,(0, ¢, 8, 0"« P(t', s, v)
V' 3t,8 s, 0" . T (0,8, 0) = L0, 8,8 0") x P(t', 8", v)

{1, + & [t s5,0) R}
*LinT
{v’. (K], * 3t Dt,s" Ds. &[0 (', 8',0)) R x Vio P(t’,s',v’)}
ATBOR-SW-EXCLUSIVE-READ
o € {rlx,acq} Zuw(l,t,s,v) = Tyl t,s,v) x P
{[n]q &0 (L, s,0) W }*Oﬁlnw{ [K], * &" £ (t,5,0) W *V,?TOP}

ATBOR-SW-CREADER-READ
o € {rlx,acq}
V' 3t D s, 0" L0, 8" 0") = T.(0,t,s,0) x P(t',s',0)
V' 3t, s Ds, 0 . T,(0, 1,8, 0) = T,(0, ¢, s, 0"« P(t', s, v)
q
{[m]qo &0 (t,s,v) CR}

*finm

K i 70
{v'. [k, * 3t T t,8" Ds. &7 0: (', 6, 0) CR * V1 P(t’7s’,v')}

Figure 22: Atomic-borrow-based single-writer GPFSL prototocols (2).
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ATBOR-SW-WRITE
o € {rlx,rel} sC s > (0bj) (T (£, t,8,v) = L, t,5,v) * Q)

{[/@}q * &0 (t,5,0) W * AL (V' >t R, 0, T) = Ty, t’,s’,v’))}

Ci=,v inT
{IW, * & [ @SN, + Q)

ATBOR-SW-REL-WRITE

sCs >{ob)) (Tw(l,t,s,0) = Q% Q2)

(Kl * & [ (s, 0) [T,
> (V' >t WLt 8,0, T) » Q=K ({obf) (Q1 =K T (6,t,5,0)) * B(Tu (6.t 5,0) x Q())))

li=pe1 V'

{In], 3¢ >t & [C WS NT] Q)

Figure 23: Atomic-borrow-based single-writer GPFSL prototocols (3).
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b? P :=if bthen P else True b?P . Q:=if bthen P else Q

ATBOR-SW-CREADER-CAS
of,or € {rlx,acq} oy € {rlx,rel}
V' 3t s’ T s, 0 Tyt s, 0" ) VIt s v) = (Fou. =" 0)
V' Jt,s" Ds,0' (Fo' #£v) = L0, 8" ,0) = T.(0,t,s',0') « R(t, s',0")
V' 3t Ds, 0. (o' #vp) = T, 8 ,0") = T,(0, ), 8", 0") « R(t', 8", v)
V' Jt,s" Js. 0Ly, (0,8 v.) 2 0Q1(t,s") >Qa(t',s)

V' Jt,s Js. P =>Qa(t,s) = oW (4,8, v,) x3s” T &

Aow | >t s Wane (618”00, T) —* barop ? > RE (0,1, 8" v, T)

= ((obf) (b Q1(t', ") = > L (0,1, 8", v,.)))x =k (Q(t",8") x Ty (0, ", 8" vy))
{8, * & [ s ) [T], * A7 P

CAS(4, vy, Uy, 05, 0p,0) INT

b= 13> 1 (o [F T w2, + & (0 [2]),) -

VZFOT t/, 8/
b.[K],, *3s" J's. ot s)

204 H

Vb=0xA" Px3t' > t,0' . (Fv' #v)« & [0 (t,s,0) CR*
Vi R, $v')

ATBOR-SW-READER-CAS

0¢,0r E {rlx, acq} 0y € {rlx rel}
vt' 3t,s" s, 0" L, (0, 8" ') VT4, 1,8

V')V étsv):>(l—vrz?v')
v’ 3t,s ds, 0. (o 7511,):>I (0, s v’)éI (0, ¢, 80" x R(t', s v
vt' 3t s Js, 0. (Fo' #v,) éIU,(E,t,s ’) = ot s 0" x R(t, ')
Vt' Jt,s" Ds,0" . (Fo #£v) = Lot s'0) = T, (é,t,s,v)*R(t’,s'm’)

Vt' Jt,s' Js. (P - L, (L, t, s, v,.) = False)
V' 3t Js. 0L, (0,1, 8" v.) 2 0Q1(t,s") *x>Qa(t, )
Ao V' Jt,s' Js.P>Qa(t',s) = oW (b, t', s, v,.) % 38" T V" > t. o Wane (0, 1", 8" 0, 1)
" = ((0bf) > Q1(t',s") = > Ly (6,t, 8", v,)))x =K (Q(,8") * Ly (6,17, 5" vy))
{IK), * & [ (s, 0) [T] * A P)

CAS(4, Uy, U, Of, 0, 0) INT

b=1x3 >t &"[C: (¢, ,v0) [Z] * V2 Q' 8)

b. [n]q*ﬂs'g& \/b:O*AZr(’“’P*EIt’ >t (Fu £ o)« &[0 (8 0) R*

Vi R, 8 v)
Figure 24: Atomic-borrow-based single-writer GPFSL prototocols (4)
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VIEWINV-SW-READER-PERSISTENT VIEWINV-SW-READER-LOCAL

,:,LL,, cw

Figure 25: View-invariant-based single-writer GPFSL prototocols (1).

ViewInv-sw-inrr
L v = (Yo, t, 0. 0Ly (0,8, s,0)) =K T, t,v. [t V (t,s,v) I}W

VIEWINV-SW-REL-WRITE

sC s > (0bj) (L (£, 1, 5,0) = Q1 * Q2)

> (V> L WE 0 T) = Qs ¢ [1], =3k ((0b)) (Qu 2K Tn(l,1,5,0) * BT 8,0') < Q1))

li=pe1 V'

Figure 26: View-invariant-based single-writer GPFSL prototocols (2).

37



R, t,s,v, )= ORY, 1, s,v,1)

(obfy Vo' ¥/ > t,8' D s. T.(0, ¢, 8,0 = T. (4,8, v) x P(v/
(obj) V', t' >t D s.T,(,t', 8 v') = T, (¢, t’ s ,v’) * P(v')
0,8V = 1, (&t’,s’,v') * P(v)

(obf) V' t' > t,s T 5.1,
{R(,t,5,0,T) « [>GS(4,T)]}

w2 i 7
V! VP st <t'xsCs"«RUt, sV 1)« |>GSWU,T)]}

(obj) V' ' > t, 8" D s. I, (0,1, s v') = L. (4, ¢ s V') x P(v/
{ob) V' ¥’ >t T s. L, (,t',s" V)= LT, (0,1, ¢, ’)*P( "
(ob) V' t' > t,s" T s. L, (0,1, 8" 0") = T (0t ¢ , 8", 0") x P(V))
{R(&t,S,U,I)* LDgS( JV}
*acqyp
* [>GS(0,T)] }

. P)«t <t'xsC s «R(t, sV T,)
W)} £ =115 w{True} W)} £ :=re1 w{True}
{Rshr } ey {True}

W, Z)« W(¢,T) = False
(0)} ¢ {True}

{Rshr
0}

{R(€)} CAS(£,v1,v2, 05,0, 04) {True}
{R&.(0)} CAS(L,v1,v2, 0, 01, 00) {RE,,

Figure 27: Intermediate-level rules for GPS single-writers
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5 Case Study: Arc

Using the lifetime logic for views (§3), the GPFSL logic (§4), and the combination of them, we
successfully ported RustBelt’s semantic typing proofs of the concurrent libraries Arc, Mutex, RwLock,
thread: :spawn, and rayon::join. Of these seemingly simple libraries, Arc, Mutex, and RwLock
encapsulate very subtle correctness conditions, since they support APIs for “extensive” resource
reclamation. Our definition of “extensive” reclamation is twofold. First, by extensive reclamation
we refer to the ability to fully recover all resources for deallocation at the end, which previous
logics were not able to demonstrate. For example, FSL++ (Doko and Vafeiadis [2017]) verifies an
Arc implementation that can reclaim the content (the ownership of the T in Arc<T>), but not the
internal reference counter of the Arc itself. Meanwhile, iGPS (Kaiser et al. [2017]) is able to reclaim
the ownership of the atomic integer that implements a spin lock, but is not able to reclaim the
shared resource that the lock is protecting in the case the lock is unlocked. Second, by extensive
reclamation, we refer to the ability to temporarily obtain full ownership of shared resources. For
example, Arc<T>, Mutex<T>, and RwLock<T> have APIs that allow a thread to temporarily gain full
access to the underlying content T when the thread can prove that it is the unique owner of the Arc,
Mutex, or RwLock. Verifying this kind of temporary reclamation has never been attempted before.
To the best of our knowledge, these are the very first formal, machine-checked proofs of relaxed
memory algorithms that perform extensive resource reclamation.

In this section, we discuss at a high level the technical challenges in verifying Arc with its
powerful yet delicate temporary resource reclamation scheme. This attempt to verify the full APIs
of Arc has led us to the discovery of a data race in one of its temporary reclamation API—mnamely,
Arc::get_mut. The data race is due to the use of a relaxed access that does not provide sufficient
synchronization, which was not discovered by the original SC RustBelt verification because all
atomic accesses had been strengthened to sequential consistency.

5.1 The Full APIs of Arc

Arc<T>, short for Atomically Reference Counted, is used to share atomically a value of type T, whose
mutation is disabled by default. In order to mutate T, programmers need to instantiate Arc with
wrappers that support thread-safe mutability, for example Arc<Mutex<T>> or Arc<RwLock<T>>. The
following Rust example instantiates Arc with an atomic integer AtomicUsize and demonstrates how
Arc is typically used:

let arcl = Arc::new(AtomicUsize::new(5));
let arc2 = Arc::clone(&arcil);
thread::spawn(move || {

println!("child thread: {:?7}", arc2.fetch_add(l, Ordering::Relaxed));
B
println!("main thread: {:7}", arcl.fetch_add(2, Ordering::Relaxed));

DT W N =

In line 1 in the main thread, a new Arc value arcl is created to govern an atomic integer allocated
in shared memory. The Arc’s internal counter for the number of references to the content is set to 1.
An Arc pointer acts almost like its underlying content, so in line 6 we can call fetch_add on arcl
as if on the atomic integer itself. To share the content with the child thread, we create another arc?2
by clone-ing arcl (line 2), which effectively increments the internal counter to 2: there are now 2
pointers sharing the atomic integer. When the Arc pointers go out of scope (line 4 and 6), their
destructors—the drop function—are called and the internal counter is decremented accordingly. The
last call of drop will additionally deallocate the underlying content and the internal counter itself.
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Arc Weak

new: fn(T) -> Arc<T> new: fn() -> Weak<T>
deref: fn(&Arc<T>) -> &T
clone: fn(&Arc<T>) -> Arc<T> clone: fn(&Weak<T>) -> Weak<T>
downgrade: fn(&Arc<T>) -> Weak<T> upgrade: fn(&Weak<T>) -> Option<Arc<T>>
drop: fn(Arc<T>) -> (O drop: fn(Weak<T>) -> ()

get_mut: fn(&mut Arc<T>) -> Option<&mut T>
make mut: fn(&mut Arc<T>) -> &mut T

Figure 28: An excerpt of Rust’s Arc<T> and Weak<T> APIs.

As expected, to allow concurrent updates by multiple threads, the internal counter is implemented
with an atomic integer.

Fig. 28 gives an excerpt of the most intestring APIs from the Arc library. The four functions
Arc::new, Arc::deref, Arc::clone, and Arc::drop were successfully verified by FSL++ Doko
and Vafeiadis [2017]. The full APIs of Rust’s Arc<T>, however, was not attempted in the relaxed
memory setting before. Our verification must therefore tackle two extra sets of behaviors, presented
as the following two main challenges.

Arc<T> has a subordinate type Weak<T> The first challenge involves a type called Weak<T>.
Weak<T> itself is a variant of Arc<T>: it has a counter to count how many Weak pointers are existing,
and also has the similar clone and drop functions (Fig. 28). However, Weak<T> is not tied to the
underlying value of type T: while owning an Arc<T> guarantees that the value is still available,
owning a Weak<T> does not prevent the underlying value to be reclaimed. Therefore, in order to
access the underlying value with a Weak pointer, one first has to call Weak: :upgrade to obtain an
Arc. Weak::upgrade can fail when the value has already been reclaimed, that is when there is
no Arc pointer left. A Weak pointer are typically created by calling Arc: :downgrade on a shared
reference of Arc.

The challenge for verifying Arc and Weak in a relaxed memory model is that they involve two
tightly coupled atomic locations. As multi-location invariants are in general unsound for relaxed
memory models, we need to use separate GPFSL single-location invariants for each counter and at
the same time maintain their relation. This is a known challenge, as has been observed by GPS
(Turon et al. [2014]). The general solution is to construct ghost states and/or ghost tokens to encode
the relation between the locations and prevent their invariants from breaking the relation. We were
able to design ghost states for the two counters of Arc and Weak without much difficulty.

Arc<T> supports temporary borrows of the underlying content The second challenge
involves the support to temporarily reclaim full ownership of the underlying content when the thread
knows it is the unique Arc and Weak pointers. The functions Arc::get_mut and Arc::make_mut
provide these capabilities. In particular, get_mut (Fig. 29) checks that the thread owns the unique
Arc and Weak pointers in two steps (in is_unique):

e First, in line 3 (Fig. 29), it acquires a “lock” on the Weak counter to make sure that there is
no other Weak pointers, so that there cannot be other Arc pointers created by upgrade-ing.
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1 fn is_unique (&mut self) -> bool {

2 // lock the weak pointer count if we appear to be the sole weak pointer holder.
3 if self.inner().weak.compare_exchange(l, usize::MAX, Acquire, Relaxed).is_ok() {
4 let unique = self.inner().strong.load(Relaxed) == 1;

5

6 self .inner () .weak.store(l, Release); // release the lock

7 unique

8 } else { false }

9 1}

10 fn get_mut(this: &mut Self) -> Option<&mut T> {

11 if this.is_unique() {

12 unsafe { Some (&mut this.ptr.as_mut().data) }

13 } else { None }

14 3}

15 fn drop(&mut self) {

16 if self.inner().strong.fetch_sub(l, Release) != 1 {

17 return;

18 }

19 3}

Figure 29: Rust’s implementation (excerpt) of Arc::get_mut and Arc::drop.

e Second, in line 4, it reads the Arc counter and check if the value read from the counter is 1.

If the value read in line 4 is 1, get_mut concludes that thread owns the unique Arc and Weak pointers,
and gives the thread temporary full access to the underlying content with type &mut T (line 12).
Otherwise, it releases the lock on the Weak counter (line 6) and fails. Arc::make_mut also follows
the similar pattern of Arc::get_mut, but the targets are reversed: it first acquires a “lock” on the
Arc counter and then reads the Weak counter.

It is not obvious at all how to justify to the correctness of Arc::get_mut and Arc::make_mut.
Unfortunately here we cannot discuss the proofs in detail here. A superficial explanation would
be that this is the combined result of multiple synchronization points scattered in the code of Arc
and Weak. In other words, their correctness depends on tracking global information across multiple
functions of Arc and Weak (clone’s, drop’s, downgrade, and upgrade). For example, in the case of
Arc::get_mut, the combined information lets the thread know that it has observed all the creation
of any possible Arc pointers, either by clone-ing or upgrade-ing. Since every creation of an Arc
pointer must increment the Arc counter by 1, this means that the thread has observed all the
increments to the Arc counter. So when thread reads 1 from the Arc counter, it must be the case
that all other Arc pointers have been drop-ed (each drop decrements the counter by 1), and the
thread must be owning the last Arc pointer. It is then safe to “trade” the ownership of the Arc
pointer to get temporary access to the underlying content.

For the verification, we design several ghost states to track the history of actions by the Arc and
Weak pointers, and ultimately accumulate their effects to achieve the guarantee needed in get_mut
and take_mut. The ghost states and their derived rules show that, at the read in the check’s second
step (line 4, Fig. 29), the thread has collected synchronized, sufficient resources to trade for the full
ownership of the content and the counters. Such a reasoning has never been attempted before in
relaxed memory logics.
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5.2 Insufficient Synchronization in get_mut

Unfortunately, our setup was not strong enough to verify Arc and Weak without change. The two
reads of the counters in the second check of get_mut and make_mut were rlx in the original code
(line 4, Fig. 29), and we had to strengthen them both to acq in order to make the verification go
through. The reason is that, while we managed to temporarily get the full resources out by a read,
the rlx reads do not give us those resources in the current view (they are under a V modality).
While we conjecture that a rlx read in make_mut is in fact sufficient, a rlx read in get_mut turned
out to be insufficient and we have reported the bug and the fix has been merged into Rust codebase.
The following example invokes a data race when using get_mut:

let mut arcl = Arc::new(0);
let arc2 = Arc::clone(&arcl);
thread::spawn( move || { let _ : u32 = *arc2; /* drop(arc2); */ } );

loop { match Arc::get_mut (&mut arcl) {
None => {}
Some (m) => { *m = 1u32; return; }}}

S U W N

In this example there are two non-atomic operations: the read of the underlying integer in
line 3 (child thread) and the write to the same integer in line 6 (parent thread). The read should
be safe because the child thread owns arc2, thus the underlying integer is shared and immutable.
The write should be safe because get_mut guarantees that the parent thread owns the unique Arc
pointer (arcl) and should temporarily gain full access to the non-atomic integer. This can only
happens after the child thread finishes and arc2 has been dropped. However, the two non-atomic
operations constitute a data race by C11 standard, because neither one happens-before the other.
More specifically, in line 3 of the child thread, when arc2 goes out of scope, it will be destructed by
Arc::drop, which uses a release (rel) RMW (see the code at line 16, Fig. 29). This release RMW
will be read by get_mut (line 4, Fig. 29) in the parent thread (line 4). If this read had been acq,
then there would have been a release-acquire synchronization between the release RMW of drop
and the acquire read of get_mut, and the non-atomic read of the child thread would have been
guaranteed to happen-before the non-atomic write of the parent thread. However, the read was rlx,
thus no happen-before relationship can be established between the two non-atomic operations.
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