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Abstract

Throughout a conversation, the way partici-
pants interact with each other is in constant
flux: their tones may change, they may resort
to different strategies to convey their points,
or they might alter their interaction patterns.
An understanding of these dynamics can com-
plement that of the actual facts and opinions
discussed, offering a more holistic view of the
trajectory of the conversation: how it arrived at
its current state and where it is likely heading.

In this work, we introduce the task of summariz-
ing the dynamics of conversations, by construct-
ing a dataset of human-written summaries, and
exploring several automated baselines. We eval-
uate whether such summaries can capture the
trajectory of conversations via an established
downstream task: forecasting whether an on-
going conversation will eventually derail into
toxic behavior. We show that they help both
humans and automated systems with this fore-
casting task. Humans make predictions three
times faster, and with greater confidence, when
reading the summaries than when reading the
transcripts. Furthermore, automated forecast-
ing systems are more accurate when construct-
ing, and then predicting based on, summaries
of conversation dynamics, compared to directly
predicting on the transcripts.

1 Introduction

Conversations take place on at least two different
levels (Tannen, 2005). On one level, participants di-
rectly communicate ideas, facts, and opinions, pro-
viding the topical context of the discussion. On the
other level, the dynamics of their interactions reveal
how they feel about each other, through changes in
their tone—e.g., polite (Lakoff, 1973; Brown and
Levinson, 1987), condescending (Huckin, 2002),
or sarcastic (Jorgensen, 1996)—, conversational
strategies they employ—e.g., rhetorical questions
(Han, 2002)—and even the patterns of their ex-
changes (Sacks et al., 1974; Silverstein, 1984).

Traditional summary: In this online conversation,
participants discuss capitalism and its sustainability.
Speaker1 argues that profit always trumps morals and
ethics in business. Speaker2 disagrees, stating that
unchecked capitalism is economically unsustainable and
detrimental to human dignity. Speaker4 seeks clarifica-
tion on the consequences of capitalism’s unsustainability,
and Speaker2 suggests it could lead to economic collapse,
mass unemployment, and toxic environments. They em-
phasize the need for checks on capitalism to prevent these
issues. The conversation highlights concerns about un-
regulated capitalism and its impact on society.

Summary of conversation dynamics (human-written):
Several users discuss regulation of capitalism. Speaker2
shares an opinion which Speaker4 questions. Speaker2
addresses Speaker4’s question in a sincere manner. Then,
the overall tone shifts to aggressive and confrontational
when Speaker4 rudely invalidates Speaker2’s response.
Speaker2 sarcastically criticizes Speaker4’s attitude which
aggravates Speaker4 more. Then, Speaker2 genuinely
apologizes and elaborates on their point and Speaker4
gratefully acknowledges this and clarifies their intentions.
They continue the discussion in a calmed down, civil tone.

Summary of conversation dynamics (generated): Four
speakers engage in a discussion about the nature of capi-
talism and its consequences. Speaker2 expresses concerns
about unchecked capitalism and argues for the need to
consider human dignity. Speaker4 challenges Speaker2 to
explain the consequences of an economically unsustainable
capitalist system. The conversation becomes heated, with
Speaker2 perceiving Speaker4’s questions as confronta-
tional. Speaker2 defends their views and provides exam-
ples to support their argument. The overall tone of the
conversation remains argumentative, but civil.

Figure 1: Traditional and dynamics summaries for the
same conversation (transcript in Appendix F). Elements
of conversational dynamics are colored in blue.

A holistic description of a conversation and its
trajectory requires accounting for both of these
communication levels. We complement prior work
that has largely focused on summarizing the topical
context of the discussion (Yang and Zhu, 2023),
by introducing the task of generating summaries
that instead capture the dynamics of the interaction
between the participants. As shown in Figure 1,
these cover aspects lost in a traditional summary.



Summaries of conversation dynamics (or SCDs
for short) provide a way for humans to quickly un-
derstand the trajectory of a discussion: what type
of interactions led to its current state, and how are
these likely to develop? This type of understanding
can benefit various applications, including super-
vision of conversations in time-sensitive domains
(e.g., online community moderation, supervision of
mental health crisis counseling), providing context
to users (re)joining an online conversation, contex-
tualizing moderator decisions, or identifying and
reviewing common problems in human-human or
human-AI conversations. We further discuss pos-
sible applications in Section 7 and challenges to
making them feasible in Section 8.

However, generating SCDs that effectively cap-
ture conversation trajectories presents several new
challenges. While prior computational work intro-
duced models for separately capturing individual
aspects of conversation dynamics (Section 6), an
effective and concise summary must select those
that are most relevant for understanding the trajec-
tory of the conversation. Additionally, an infor-
mative summary must not simply identify these
aspects separately, but should also describe how
they evolve and interrelate throughout a conversa-
tion: for example, a conversation that transitions
from an aggressive tone to a calmer one has a com-
pletely different trajectory than one that proceeds
in reverse order. Thus, to provide an understanding
of the trajectory of a conversation, an SCD must
synthesize different aspects of its dynamics across
multiple utterances and participants.

As a first step, we devise a multi-step procedure
for human annotators to collaboratively write SCDs.
Importantly, this procedure is designed to address
the selection and synthesis challenges described
above. Building on this procedure, we develop a
large language model prompt for generating SCDs
and compare them with summaries generated by
other baselines, including traditional summaries.

Specifically, in this paper we evaluate the use-
fulness of SCDs for conversation trajectory un-
derstanding via an established task: forecasting
whether an ongoing conversation will eventually
derail into toxic behavior (Zhang et al., 2018a;
Liu et al., 2018). While prior attempts at this
task started directly from the transcript (Section
6), we explore generating SCDs as an intermediate
step. This approach has the potential advantage
of adding interpretability to automated forecasting
systems and improving efficiency for humans (such

as moderators) that need to make such judgments
(Schluger et al., 2022).

Our findings reveal the potential of SCDs to help
both humans and automated systems understand a
conversation’s trajectory, motivating further work
on this new task. In the downstream task of fore-
casting the future derailment of a conversation, hu-
mans make predictions three times faster, and with
greater confidence, when reading the SCD than
when reading the transcript. Furthermore, auto-
mated systems are more accurate when construct-
ing, and then predicting based on, SCDs compared
to systems that base their forecast directly on the
transcripts. Finally, by comparing human-written
and machine-generated summaries, we reveal a
quality gap that motivates further computational
work on this new task.

In summary, this work:

1. introduces the task of summarizing conversa-
tion dynamics, together with a collection of
human-written summaries;

2. proposes a downstream evaluation method
that allows for comparison between methods
for generating SCDs;

3. shows the usefulness of SCDs, motivating fur-
ther work on this new task.

To encourage future work, we release a dataset
of SCDs—both human-written and machine-
generated—together with the conversations they
summarize in the ConvoKit library (Chang et al.,
2020).1 This data can also support the study of in-
dividual aspects captured by these summaries, such
as tone or patterns of interaction (identified via a
qualitative analysis of the summaries; Section 5).

2 Human-written Summaries

To start, we introduce a procedure for writing SCDs
and a collection of such summaries for an existing
dataset of online conversations.
Procedure for writing summaries. To construct
the first collection of SCDs, we iteratively designed
a writing procedure that addresses the selection and
synthesis challenges described in the introduction.
In early iterations in which we asked a single an-
notator to both read the transcript and write its
SCD, we observed that they consistently omitted
key information that they take for granted, perhaps

1ConvoKit library: https://convokit.cornell.edu/
Code and info: https://github.com/CornellNLP/scd

https://convokit.cornell.edu/
https://github.com/CornellNLP/scd


because some aspects of the dynamics are often
processed non-consciously (Tannen, 2005). To ad-
dress this issue, we devise a procedure that uses
interaction between two annotators to surface key
elements of the conversation dynamics that readers
who cannot see the transcript would consider rele-
vant. Thus, we settle on a procedure that has two
parts—one in which an annotator works individ-
ually and one in which they interact with another
annotator—which we briefly outline here (and de-
tail in Appendix A).

For the individual work, Annotator A will draft
several summaries for a transcript in 4 steps:

1. skim over the transcript to have an overview
of the topic and of the role of each speaker;

2. read the transcript utterance by utterance
and write a comprehensive summary, includ-
ing opinions and arguments expressed within
most utterances, turning points, and elements
of conversation dynamics;

3. condense the summary by selecting key points
and aspects of the dynamics and replacing
specific opinions and arguments with high-
level descriptions;

4. write a brief summary for each of the main
speakers, focusing on (the changes in their)
tone and on their conversational strategies.

In the interactive part, Annotator B will write the
SCD, by interacting with Annotator A with a goal
of understanding the conversation trajectory. In this
process, Annotator B may read the summaries writ-
ten in the previous steps by Annotator A, but not the
transcript, and may make inquiries on details they
deem important to understand the trajectory, such
as ‘was this said neutrally, or is there something
about the tone that I should note?’ or ‘is the com-
ment overtly rude, or is it just passive-aggressive
or blunt?’, surfacing key aspects that were not ex-
plicitly mentioned in Annotator A’s summaries.
Conversation transcripts data. We apply this pro-
cedure to summarize conversations from the Con-
versations Gone Awry - ChangeMyView (CGA-
CMV) dataset (Chang and Danescu-Niculescu-
Mizil, 2019),2 a conversation corpus collected from
the ‘Change My View’ subreddit, where people ac-
tively seek to have others challenge their views
on controversial topics. This community has been

2Accessed via the ConvoKit library.

studied extensively in part because of their explicit
norms against toxic behavior, and corresponding
labels inferred from the moderators’ interventions.

In the CGA-CMV corpus, conversations are
paired such that every conversation that derailed—
i.e., ended in a toxic comment removed by
moderators—is matched with another conversation
on the same topic that did not. For us, these labels
provide an opportunity to test the extent to which
SCDs provide an intuition about the future trajec-
tory of the conversation (i.e., will it derail or not).
To focus on the future trajectory, we use truncated
transcripts obtained by removing the last 3 utter-
ances from every conversation (in addition to the
toxic comment, if there was one). Since our inter-
est is in summarization, we only keep pairs where
both conversations are longer than 10 utterances.
Collection of human-written summaries. We
produce human-written summaries for 50 conver-
sations from the train split of CGA-CMV. The sum-
mary writing process took roughly 140 annotator-
hours.3 Summaries are on average 71 words long
(annotators are instructed to keep them under 80);
for comparison, the transcripts are on average 940
words long. An example summary is shown in
Figure 1, and a qualitative analysis is provided in
Section 5.
Informativeness check. Before we proceed, we
check whether the summaries are actually informa-
tive. Given their highly abstractive nature, there
is a risk that they become so general as to not
distinguish between different conversations (e.g.,
‘Speaker1 disagreed with Speaker2.’ would apply
to most of the conversations in the data). Thus it
is not sufficient to judge whether statements in a
summary are technically matching the conversation
they summarize: we need to also check whether
they convey sufficient information to distinguish
that conversation from others. We devise a proce-
dure for systematically checking whether this is the
case as follows.

We ask new annotators to read a transcript, and
then present them with a multiple-choice question.
Each choice corresponds to a summary segment
involving two speakers. One of the choices is
from the actual summary of the provided transcript,
while the other two are distractors: one from the
summary of the paired conversation (thus, on the
same topic, but with the opposite derailment label)

3For each conversation transcript, the individual part takes
about 2 hours and the interactive part takes about 20 minutes.



and the other from the summary of another conver-
sation with the same label as the transcript, but on
a different topic. This way, neither the topic nor the
label fully reveals the answer: to be identified cor-
rectly, the segment must contain information that
matches the transcript better than the distractors.

For instance, for our introductory example, three
choices could be: “SpeakerX sarcastically criti-
cizes SpeakerY’s attitude which aggravates Speak-
erY more.” (an actual segment), “SpeakerX poses
a rhetorical question, which SpeakerY contradicts
sarcastically, raising the tension and causing Speak-
erX to disagree rudely.” (a same-pair distractor),
“SpeakerX first shares their opinion and later poses
rhetorical questions, and SpeakerY disagrees in a
matter-of-fact manner.” (a same-label distractor).

Though we designed this procedure to avoid
excessive workload when evaluating informative-
ness,4 each question still requires reading one tran-
script and carefully checking the segment choices
against it. Therefore, we limit our total number of
questions to 10, covering 30 conversations through
distractors. (Further details in Appendix B.)

Two annotators completed the task. One an-
swered 10 out of 10 questions correctly and the
other answered 8 of them correctly (noting low
confidence on the 2 answers they got wrong), sug-
gesting that our summaries indeed pass this basic
informativeness check.

3 Machine-generated Summaries

We now turn to explore several simple baselines
for generating SCDs, setting the stage for devel-
oping more specialized methods in future work.
Models in the GPT family have achieved remark-
able results in various summarization benchmarks
(Zhang et al., 2024; Yang et al., 2023). Among
them, ChatGPT is particularly suitable for adapt-
ing to new tasks like ours without demanding
a sizable train set. Thus, for the first group of
baselines, we query OpenAI’s ChatGPT (GPT-3.5-
turbo-0613) API with default parameters using dif-
ferent prompts, from the most common prompt for

4An equivalent check could be implemented by provid-
ing one summary segment and three transcripts to pick
from. This method corresponds to the existing literature in
communication-based evaluations for natural language gen-
eration (Newman et al., 2020), and implements the idea that
an informative summary should capture the salient informa-
tion that makes the source text stand out with respect to other
related texts (Zhang et al., 2018c). However, this equivalent
method would require substantially longer time due to the
lengths of the transcripts.

traditional summarization tasks to prompts inspired
by the procedure we developed for humans:5

Traditional prompt. After experimenting with
several prompts on a development set, we use a
concise prompt for our traditional summarization
baseline: ‘briefly summarize the following online
conversation in 80 words.’ Figure 1 includes a
traditional summary generated by this prompt.
Zeroshot prompt. We devise a prompt that explic-
itly integrates our goal of generating summaries
that can help people understand the conversation
trajectory. After experimenting with several word
choices for referring to trajectory, dynamics, and
specific dynamics elements, we settle on a concise
prompt, ‘write a short summary capturing the tra-
jectory of the online conversation’ with additional
constraints such as excluding specific arguments
and capturing elements of tone and conversation
strategies (Figure 3 in the Appendix).
Procedural prompt. We build on the insights we
gathered from developing the procedure for human
annotators (Section 2) to construct a more elaborate
prompt. This prompt (Figure 3 in the Appendix)
thus includes instructions adapted from those pro-
vided to the annotators, together with examples
that they found useful for understanding the in-
structions. Because we only include segments of
summary examples instead of complete transcript
and summary pairs, the procedural prompt can be
positioned in-between zeroshot and few-shot in-
context learning. Figure 1 shows the procedural
prompt summary for our introductory example.

We also experimented with few-shot in-context
learning on a small subset of the training set, but
manual inspection did not reveal an increase in
quality. Thus, due to significantly higher API costs,
we did not pursue this path. Appendix D includes
more discussion of our prompt engineering.
Finetuning. Finally, we experimented with fine-
tuning GPT-3.5-turbo and smaller dialogue sum-
marization systems (BART-large and DialogLED)
(Lewis et al., 2020; Zhong et al., 2022) using the 50
human-written summaries and the corresponding
transcripts. We provide details in Appendix D.

4 Downstream Evaluation:
Forecasting Derailment

Popular metrics for summarization—e.g., ROUGE
(Lin, 2004), BERTScore (Zhang et al., 2020),

5We prompt the model to generate summaries of at most 80
words and set the max new token limit to 128 (corresponding
to approximately 96 words) as a hard limit .



and QA-based metrics—are notoriously unreli-
able when evaluating LLM-generated summaries
or summaries of long documents (Koh et al., 2022;
Goyal et al., 2023). We thus follow recommenda-
tions of Deutsch et al. (2021) and perform a down-
stream evaluation, in which we quantify the extent
to which SCDs provide an understanding of the
conversation trajectory.

Specifically, we choose the task of forecasting
whether a conversation will eventually derail into
toxic behavior (Zhang et al., 2018a). Unlike previ-
ous work in which the prediction was made based
on a truncated transcript of the conversation (for a
comprehensive discussion of prior models see Sec-
tion 6), here we aim to make the prediction directly
on the SCD of that truncated transcript. In addition
to providing means to evaluate and compare cur-
rent and future models for generating SCDs, this
derailment forecasting task is also important in it-
self, as it was shown to enable important practical
applications: automated forecasts can be used to
inform users during ongoing discussions (Chang
et al., 2022) while human forecasts are made by
moderators in their everyday workflow (Schluger
et al., 2022) (see Section 8 for practical and ethical
considerations of real-world deployment).

Besides the potential practical importance of this
task, it is also worth noting its difficulty. Because
the forecaster never actually sees the toxic com-
ment, it must rely on subtle signals and overall
trajectory of the conversation dynamics. This in-
herent difficulty and its implications on the design
of forecasting models were extensively discussed
in Chang and Danescu-Niculescu-Mizil (2019).

We first compare the usefulness of SCDs for
automated forecasting systems. Then we devise an
experiment to estimate their usefulness for human
forecasts. Throughout, the forecasts are done on
a balanced dataset of derailing and non-derailing
conversations paired by topic, following the setup
of the CGA-CMV dataset (Section 2); thus the
overall topic of the discussion plays a minimal role
and the random baseline is 50%. To leave room for
future work we leave the original CGA-CMV test
set untouched. Using truncated transcripts from
the original train split, we construct a new train
set (234 conversations), a new development set
(100), and a new test set (100); the new test set
includes the 50 conversations for which we also
have human-written summaries (Section 2).

4.1 Useful for automated forecasts?

We train classifiers to predict if a conversation will
eventually derail based on the various types of sum-
maries of the truncated transcripts. We adopt GPT-
3.5-turbo to develop few-shot classifiers for each
summary type, using examples from outside the
test split. To provide more robust estimates, for
each summarization method we generate 4 differ-
ent summaries for each conversation, and average
the classifiers’ performance on them (details in Ap-
pendix D.3).
Comparison of summaries. As shown in Ta-
ble 1, the classifier based on the procedural prompt
achieves the best accuracy, significantly outper-
forming the other types of summaries (p < 0.05;
throughout we use the Wilcoxon signed-rank test
significance testing). In particular, the information
conveyed by the SCDs generated with the proce-
dural prompt appears to be more useful for the
automatic derailment forecaster than that included
in traditional summaries. Other metrics (Macro-
F1, precision, recall) support the same conclusion
(Appendix F.5).

Finetuned summarization models—finetuned on
the 50 human-written summaries and evaluated on
the remaining of the test set—perform worse than
the procedural prompt on the same set (more details
in Appendix D). This could be due to the relatively
small collection of human-written summaries, as
well as to the generic fine-tuning methodology, thus
motivating extending the set of human-written sum-
maries and developing fine-tuning procedures that
also integrate the forecasting objective.
Summary vs transcript. For reference, we also
include two baselines operating directly on the trun-

Based on... Accuracy
transcripts (CRAFT classifier) 56.0
transcripts (GPT-16k classifier) 60.0

traditional prompt summaries 58.3 (5.85)
zeroshot prompt summaries 58.8 (6.24)
procedural prompt summaries 67.3∗ (2.63)

Table 1: Derailment forecasting results for systems
based on truncated transcripts and on different types
of machine-generated summaries. For summary-based
systems, we report standard deviation across 4 summary-
generation trials, and indicate with ∗ the highest perfor-
mance (p<0.05; Wilcoxon signed-rank test). Results for
the GPT-3.5-turbo few-shot classifiers are shown unless
otherwise noted.



Based on... Acc. by forecaster
GPT BART LF

transcripts 60.0 50.0 51.0
traditional summaries 58.3 56.0 58.3
procedural summaries 67.3 63.0 61.5

Table 2: Comparing different classifier architectures
for derailment forecasting. “GPT” refers to the GPT-
3.5 few-shot classifier for summaries and to GPT-16k
classifier for transcripts (same as in Table 1).

cated transcripts. The first baseline, CRAFT, was
introduced before the advent of the LLM era and
remained a competitive system for this task (Chang
and Danescu-Niculescu-Mizil, 2019).6 The second
baseline is a few-shot GPT-3.5-turbo-16k classifier,
which can take up to 16k tokens to cope with the
greater input lengths of the transcripts.7

As shown by Table 1, predictions based on pro-
cedural prompt outperform those based directly on
the transcripts. This suggests that SCDs are effec-
tive in distilling from the transcripts information
that is useful for the forecasting task. Perhaps more
importantly, the feasibility of this ‘summarize-then-
forecast’ approach points out a promising future
direction for improving the interpretability of the
user-facing forecasting systems, where the sum-
mary could be presented as an easily digestible
rationale for the prediction. In fact, users of such
systems have identified the lack of explanations
as one of their most important drawbacks (Chang
et al., 2022).
Other forecasting systems. We also train BART
(Lewis et al., 2020) and longformer (LF) (Beltagy
et al., 2020) as finetuned classifiers for the forecast-
ing task (Appendix D.3). While their performance
is substantially lower than that of the GPT few-
shoot classifier across all types of summaries, the
comparisons discussed above still hold (Table 2).

6For a fair comparison, we modify the ConvoKit imple-
mentation of CRAFT (Chang et al., 2020) to trigger forecasts
exactly 3 utterances before the end of the conversation (in the
original setup the system could make predictions all the way
up to right before the attack or the end of the conversation).
Empirically, this setup turns out to be harder for CRAFT than
the original one. While we use CRAFT as our non-LLM base-
line because it relies only on the text of the conversation, we
note that recent work showed that integrating user dynamics
and up/down votes can lead to better performance on the CMV
section of the CGA dataset (Altarawneh et al., 2023). Future
work could explore the potential benefits of factoring in such
extra-textual information into the creation of the SCDs.

7Both baseline systems might have an advantage in that
they might have accessed the full untruncated transcripts dur-
ing pre-training.

4.2 Useful for human forecasts?

We now switch to the other main motivation: can
SCDs help humans quickly grasp the trajectory of
a conversation? To answer this question we devise
an experiment in which subjects are asked to guess
whether a conversation will eventually derail based
either on a transcript or its SCD. We compare both
their accuracy and efficiency, in terms of the time
they spend to make their guess, as well as their
confidence in their guess.

To better focus our resources, we use a subset
of 20 paired conversations out of those for which
we created human summaries. In addition to the
transcripts and the human-written summaries, we
also consider the corresponding procedural prompt
summaries (since those were shown to fare best in
the automatic prediction task).

We recruit 20 university students fluent in En-
glish as participants. A subset of participants make
their guesses based on the transcripts only, while
another subset make guesses based on summaries
only. Each participant in the latter subset sees a
mix of human-written and machine-generated sum-
maries (without being aware that these are pro-
duced differently) such that any observed differ-
ences between their effects cannot be attributed to
participant idiosyncrasies. In addition to providing
a guess of whether the conversation will derail or
not, each participant is asked to rate their confi-
dence in their guess (on a scale from 1 to 5). We
also record the time it took for the participants to
make their guess (starting from the time they see
the transcript or summary until the time they select
their guess), and instruct them to work on each
question without pausing. The specific instructions
and details about how participants are grouped are
in Appendix C.

Unlike in the automatic evaluation in Section 4,
we adopt a zeroshot prediction setting, in which hu-
mans do not have labeled examples of summaries
(or transcripts) to assist their guessing. This way,
we can better test if the summaries are immedi-
ately intuitive to humans rather than testing the
participants’ ability to learn patterns that might not
be visible to untrained individuals. This means,
however, that the accuracies of the human partici-
pants are not directly comparable with those of the
automated system.
Summaries vs transcripts. As shown in Table 3,
participants can make guesses 3-4 times faster
based on SCDs while maintaining similar accu-



Based on... Acc Conf Topic Time
transcripts 60 3.5 - 132
gen. summ. 59 3.6 3.9 45∗

human summ. 62 4.0∗† 3.4† 31∗

Table 3: Results on the human forecasting experiment.
“gen. summ.” refers to the summaries generated using
the procedural prompt. Time is measured in seconds.
∗ indicates a significant difference when compared with
transcripts (p<0.05; Wilcoxon signed rank test), † indi-
cates a significant difference when comparing human-
written with automated summaries (p<0.05).

racy. This improvement in efficiency is critical for
applications such as proactive online moderation,
as earlier work has found that moderators are faced
with “too many [potentially at-risk conversations]
to proactively monitor” (Schluger et al., 2022).
Human vs generated summary. Participants are
significantly more confident when making predic-
tions based on human-written summaries than on
machine-generated summaries (and even on the
transcripts).8 This gap is important for applications
where summaries are used for decision-making
(e.g., moderation) and motivates future work on
improving summarization models. Another no-
ticeable difference is that machine-generated sum-
maries provide a better understanding of the topical
content of the discussion, perhaps to the detriment
of better coverage of aspects of conversation dy-
namics. In Section 5 we further explore this trade-
off via a qualitative analysis of the summaries.9

5 Qualitative Analysis

To complement our quantitative evaluation and un-
derstand what might drive the differences between
human and machine-generated summaries, we now
turn to the actual content of the SCDs. Through
a close reading of the 20 human-written and 20
machine-generated summaries used in the experi-
ment described above, we identify, annotate, and
compare several aspects that were shown to provide
clues about the conversation trajectories.

8This difference continues to hold when only considering
correct guesses. Also, reassuringly, confidence in correct
guesses is higher than in incorrect ones throughout.

9We also experimented with directly asking participants to
report their understanding of the trajectory of the conversation,
on a scale from 1 to 5. There was no significant difference
between human and machine-written summaries (4.0 and 3.9
respectively), perhaps due to the difficulty of briefly explaining
what a trajectory is and how it differs from the derailment
prediction, a confusion that surfaced during debriefing.

Tone. Whether ‘polite,’ ‘rude,’ ‘aggressive,’ ‘con-
descending,’ or ‘sarcastic’ (Brown and Levinson,
1987; Tannen, 2005), the tone employed by the
participants is a prominent feature of the SCDs.
Tone can be explicitly stated, as in ‘Speaker1 dis-
agrees [...] in a somewhat passive-aggressive
tone.’ Other times, especially in human-written
summaries, it is expressed as modifying a speech
act, as in ‘contradicts sarcastically’, ‘disagrees
rudely,’ and ‘adamantly defends.’ Overall, tone is
indicated less frequently in the machine-generated
summaries (75% of them mention tone at least
once) than in the human-written summaries of the
same conversations (all mention tone at least once),
suggesting a potential path for improvement.
Changes in tone. Tone can evolve throughout a
conversation, and changes in tone can provide an
intuition about its trajectory (Niculae et al., 2015).
When participants use an ‘increasingly passive
aggressive tone,’ or when the ‘tension rises’ the
conversation seems more likely to be getting out of
hand than when a ‘slight tension [...] is maintained
but doesn’t escalate’ or when the ‘tone remains
argumentative but civil’. The latter quote is an ex-
ample of an overall assessment of tone dynamics
that both humans and (more commonly) automated
systems sometimes include at the end of the sum-
mary, even though neither is explicitly instructed
to do so. Overall, 75% of the human summaries
feature phrases explicitly mentioning changes in
tone whereas only 50% of the machine-generated
counterparts do so.
Patterns of interaction. Beyond the content of the
messages, the structural properties of the interac-
tions were shown to be indicative of future trajecto-
ries (Backstrom et al., 2013; Zhang et al., 2018b).
Two participants can have a ‘brief exchange’ or
an extended ‘back-and-forth’, which can be inter-
rupted when another participant ‘jumps in’. While
explicit mentions of such patterns are relatively
rare (found in 45% of the human summaries and
31% of the machine-generated summaries), they
can often be inferred by following the sequence of
speakers mentioned in the summaries.
Conversation strategies. Interlocutors employ
strategies that can put the conversation on vari-
ous trajectories. For example, ‘pos[ing] a rhetori-
cal question’ or ‘questioning each other’s logic’,
can often lead to personal attacks (Habernal et al.,
2018), whereas expressing uncertainty about one’s
own view (e.g., via hedging), would soften an im-
pending disagreement and prevent the escalation of



tension (Zhang et al., 2018a). ‘Supporting [a] point
with evidence’, ‘justifying objective claims with
personal experiences’, ‘draw[ing] a comparison’
or ‘question[ing] the importance of specific de-
tails’ are classic persuasion strategies (Zeng et al.,
2020; Li et al., 2020a). A list of strategies con-
sidered in this analysis is included in Appendix E.
Overall, we find that mentions of conversational
strategies are similarly common in human-written
(80%) and machine-generated summaries (85%).
Topical context. Finally, these dynamics can only
exist in the context of the content being discussed.
Though not the primary focus of SCDs, a small
amount of topical context is needed to provide a
scaffolding for the phenomena discussed above.
Both human and machine-generated summaries
generally start with a sentence about the general
topic of the discussion. Beyond that, machine-
generated summaries include substantially more
topical context to the detriment of actual aspects
of conversation dynamics, despite the explicit in-
struction and in-context-learning examples against
this behavior. This echoes the subjective ratings
of the participants in the human forecasting experi-
ment (Table 3). This phenomenon suggests that in-
context learning is not sufficient to ‘untrain’ LLMs
from the traditional summary examples seen in pre-
training. This motivates developing models that
are specifically designed to select and synthesize
aspects of conversation dynamics, perhaps inspired
by the interactive human-writing procedure.

6 Further Related Work

Our work falls at the intersection of three broad
areas of NLP: studies of conversation dynamics,
summarization, and conversation forecasting.
Conversation dynamics. We are primarily in-
spired by extensive computational work on mod-
eling various aspects of conversation dynamics.
Some studies have focused on identifying specific
aspects, such as such as politeness (Burke and
Kraut, 2008; Danescu-Niculescu-Mizil et al., 2013;
Li et al., 2020b), formality (Krishnan and Eisen-
stein, 2015; Pavlick and Tetreault, 2016), passive-
aggressiveness (Chhaya et al., 2018), condescen-
sion (Wang and Potts, 2019) or sarcasm (Oraby
et al., 2017). Others have studied changes along
these dimensions during the discussion (Wang and
Cardie, 2014; Niculae et al., 2015; Niculae and
Danescu-Niculescu-Mizil, 2016). A separate but
related thrust focused on persuasive strategies in-

terlocutors employ in a conversation, mostly in the
context of debates (see Lawrence and Reed (2020)
for a survey). Unlike these studies, the goal of
SCDs is not to exhaustively identify occurrences of
either one of these phenomena, but to convey how
such key aspects combine towards an understand-
ing of the conversation’s trajectory. Nevertheless,
the dataset of SCDs that we release (with annotated
aspects of conversation dynamics) can constitute an
additional resource for studying these phenomena
and the context in which they occur.
Dialogue summarization. The vast majority of
dialogue summarization systems focus on the con-
tent of the utterances, rather than on the more sub-
tle non-topical dynamics. Early approaches to di-
alogue summarization focused on using external
tools to explicitly model dialogue structures, such
as topic segmentation and conversation stages (Li
et al., 2019; Chen and Yang, 2020), dialogue acts
(Goo and Chen, 2018), discourse dependency and
speaker-action relations (Chen and Yang, 2021),
which are processed into features that can help lan-
guage models. Later, pretraining on dialogue cor-
pora also attracted increasing research interest and
achieved state-of-the-art results on many datasets
(Zhong et al., 2022). Most recently, extensively pre-
trained, instruction-tuned LLMs, such as the GPT
family models, have achieved superior results on
various summarization leaderboards (Goyal et al.,
2023; Zhang et al., 2024; Yang et al., 2023). In
dialogue summarization, these instruction-tuned
LLMs possess strong in-context-learning capabil-
ities (Wu et al., 2023), making them strong can-
didates for solving new summarization tasks that
have limited training data.
Conversation forecasting. We motivate and eval-
uate dynamics summaries with applications re-
quiring an understanding of a conversation’s tra-
jectory. Beyond forecasting derailment (Zhang
et al., 2018a; Liu et al., 2018; Chang and Danescu-
Niculescu-Mizil, 2019), other tasks include fore-
casting thread growth (Backstrom et al., 2013),
prosocial outcomes (Bao et al., 2021), editorial
decisions (Mayfield and Black, 2019), controversy
(Hessel and Lee, 2019), the outcomes of negotia-
tions (Chawla et al., 2020) or team resilience (Whit-
ing et al., 2019). It would be interesting to consider
the extent to which SCDs can aid with these other
forecasting tasks, and how to obtain summaries
specifically dedicated to these tasks.

To the best of our knowledge, all conversational
forecasting systems operate directly on conversa-



tion transcripts. The early work by Chang and
Danescu-Niculescu-Mizil (2019) adopts a recurrent
network and applies unsupervised training to learn
a representation of conversation dynamics. More
recently, Kementchedjhieva and Søgaard (2021) ex-
plores pretraining and various training paradigms
for this task, Altarawneh et al. (2023) applies a
graph convolutional network, and Yuan and Singh
(2023) uses a hierarchical transformer-based frame-
work to combine utterance-level and conversation-
level information. However, since it aims to guess
the future, this task remains challenging.

Unlike detecting the toxic language after the fact
(Wulczyn et al., 2017; Breitfeller et al., 2019), the
signs of future derailment are subtle and require a
more thorough understanding of the conversation
trajectory. Our results suggest that SCDs can pro-
vide this information concisely and effectively, sug-
gesting a new summarize-then-forecast approach
to conversational forecasting tasks. This inspires
future work to integrate SCDs in real-time forecast-
ing systems, which would require tackling shorter
conversations where summaries might not be appro-
priate, as well as the ‘unknown horizon’ problem:
not knowing when to trigger the prediction (Chang
and Danescu-Niculescu-Mizil, 2019).

7 Conclusions

In this work, we introduce the task of summarizing
the dynamics of interaction between participants
in a text-based conversation. By introducing hu-
man and automated procedures for writing such
summaries, we show that they can capture infor-
mation that is mostly missing from traditional sum-
maries, such as the tone in which the participants
write and how it changes throughout a conversation.
Summaries of these dynamics are useful to both
humans and automated systems for understand-
ing the overall trajectory of the conversation, as
shown through the downstream evaluation task of
forecasting whether a conversation will eventually
derail or not. Humans can make similarly accu-
rate forecasts three to four times faster by starting
from SCDs than by reading the transcripts. When
compared to directly predicting on the transcripts,
automated systems make better forecasts when gen-
erating SCDs as an intermediate step.

Going beyond the gains in accuracy and effi-
ciency, SCDs add interpretability to the forecasting
task. Interpretability is key to enabling applications
where forecasts are used by humans for decision

making. For example, when warning interlocu-
tors (or moderators) that a conversation is at risk
of derailing (Chang et al., 2022; Schluger et al.,
2022), SCDs could provide them with insights into
why that might be the case, helping them decide
whether to heed the warning and how to deesca-
late the situation. This pertains to settings beyond
online forums, such as customer service conver-
sations or mental health counseling conversations,
in which supervisors need to decide fast whether
(and how) to intervene in conversations that seem
to enter a non-desirable path.

In addition to forecasting, capturing and suc-
cinctly describing the dynamics of conversations
can be useful for a series of applications, including
training conversationalists (e.g., by providing them
with a way to review their prior conversations), pro-
viding context to people (re)joining a conversation
(e.g., to aid a therapist prepare for their next session
with their client), or identifying common trajecto-
ries in human-AI conversations. SCDs could even
aid conversational analysis researchers more effi-
ciently explore individual conversations and reveal
patterns in the intricate ways in which they develop
(Sidnell, 2011).

8 Limitations

This work, however, only takes the first steps to-
wards solving and evaluating the task of generating
SCDs automatically. In fact, we show that there
is a substantial gap remaining between human-
written summaries and machine-generated ones.
Since in this work we focus on defining the task
and demonstrating its feasibility, we only employ
simple prompting and standard fine-tuning proce-
dures. This sets the stage for the future devel-
opment of more specialized models and training
regimes. These models could be more tightly inte-
grated with the downstream task, learning to select
aspects of the dynamics that are most relevant as
well as to determine the right level of abstraction.

To continue improving on dynamics generation
models, more diverse automated evaluation meth-
ods are required. Given the highly abstractive na-
ture of the task, traditional metrics based on token
overlap or semantic similarity are not immediately
applicable (Goyal et al., 2023). Our informative-
ness check provides an avenue for evaluation that
could potentially be scaled up through automation.
Furthermore, considering other downstream appli-
cations, such as forecasting prosocial outcomes



(Bao et al., 2021) or how likely it is for partici-
pants to change their mind (Tan et al., 2016; Hovy
and Yang, 2021), could further help evaluate the
usefulness of dynamics summaries.

While the current work is restricted to sum-
maries of text-based conversations, important dy-
namics can be encoded in vocal features (e.g., in-
tonation, or pitch) or gestures (laughter, body po-
sitioning). A multimodal approach could enable
applications that go beyond text-based conversa-
tions and provide a more holistic understanding of
conversational dynamics.

Additionally, while we tested how useful sum-
maries are for humans in a small-scale control set-
ting, further work could test this more comprehen-
sively through user studies, for example by integrat-
ing these summaries into conversational assistance
tools (Chang et al., 2022) or moderation assistance
tools (Schluger et al., 2022). From a technical
perspective, a real-time deployment would require
iteratively generating summaries in real-time, as
the conversation progresses, rather than at a set mo-
ment in the conversation as we do in this work for
the sake of scalability.

Ethical concerns surrounding fairness and bias
should necessarily take center stage in any deploy-
ment of summarization systems, especially since
SCDs may include mentions of emotions and affect
of the people involved in the conversation (Zhou
and Tan, 2023). Any broad usage scenario should
undergo rigorous scrutiny of potential for unin-
tended consequences (Weidinger et al., 2022). For
example, SCDs and automated forecasts relying on
them should not be used to make automated cen-
soring or moderation decisions, in order to avoid
propagating biases embedded in the underlying
large language models. If future developments will
result in summaries that are reliable enough to in-
form human decisions (e.g., helping moderators
decide whether to closely monitor an ongoing con-
versation), the users should be informed about sys-
tematic mistakes the summary is likely to make in
that respective setting.
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A Instructions for Writing Summaries

In this section we explain our annotation procedure
and provide definitions for the terminologies in our
instructions along the way. As described in Sec-
tion 2, the procedure is divided into two parts: one
in which an annotator works individually and the
other in which they interact with another annotator.

A.1 Individual Work

Instructions for an individual annotator:

1. Depending on the complexity of the conver-
sations, either 1) thoroughly read the whole
conversation or 2) skim through the conversa-
tion to understand the general idea

• Complexity: number of speakers, fa-
miliarity of the topic to the annotators,
length. For shorter conversations, it is
easier to read through the whole conver-
sation before moving on to summarizing,
while for really longer ones, annotators
would read a few comments at a time,
summarize, read the next few, etc.

2. Go through the conversation comment-by-
comment and write a comprehensive summary
that captures the content of each comment and
any key points.

• comment: all speakers’ utterances are in
the form of reddit comments.

• key points/moments: also referred to as
“turning points” are where the tension of
the conversation or the speakers’ opin-
ions notably change. Annotators should
highlight them in both the original tran-
script and the summary in the following
way: increase in tension (red), decrease
in tension (blue), change in opinions to-
wards disagreement (yellow), change in
opinions towards agreement (green)

3. Then revise the comprehensive summary to

(a) change any wording that’s confusing (not
accurately describing the original com-
ment)

(b) review if the summary reflects the con-
versation accurately (specifically the con-
versation dynamics and tension) and add
any tone indicators that might be missing

i. Indicate changing tension (e.g. curse
words, all-caps, rhetorical questions,
polite words) and indicate senti-
ments with phrases like “sarcasti-
cally,” “passive-aggressively,” “po-
litely,” etc. Use direct quotes (no
need to explicitly describe the emo-
tion) if they are concise and hard to
capture in a summary. Focus on the
highlighted elements of the conversa-
tion when adding indicators in order
to capture changes in tension.

(c) Condense the summary to 150 words
while trying to preserve the turning
points from step 2 and tone indicators
indicated during revision. Omit the parts
of the conversation that didn’t contribute
much to the overall trajectory and other-
wise reword for brevity. For example,

i. Condense lengthy or redundant back-
and-forth conversation that doesn’t
introduce new points (but may im-
pact tension) into fewer sentences
summarizing the main developments

ii. Omit irrelevant comments (e.g. brief
interjections by a new user that did
not have any substantial follow-ups)

iii. Change a few direct quotes/details to
more concise sentiment words (ex.
“calling this blatant racism” → “...
with condemnation”)

iv. Other editorial changes

4. After comprehensive summary, write the
speaker summary by

(a) Prior to writing the speaker summary,
identify the key speakers based on the
comprehensive summary.

• Usually whichever speakers spoke
the most, but also consider those con-
tributed to the key moments

(b) For each key speaker, reread only their
comments in the original conversation.
Then in one sentence, describe their spe-
cific changes in tone/stance/conversation
strategies and interactions/responses to
other key speakers

A.2 Interactive Work
Annotators start the interaction from the following
setup:



• Annotator A: having completed the individual
work for the conversation, i.e., read the origi-
nal conversation and wrote the comprehensive
summary and the speaker summary

• Annotator B: didn’t read the original conversa-
tion, now writes the summary of conversation
dynamics.

Collaboratively, they follow these steps, which
we describe from a third-person perspective for
better clarity.

1. Annotator B reads the comprehensive sum-
mary and speaker summary out loud. They
ask initial questions to Annotator A con-
firming the order of speaker comments
and key speakers (“Speaker1 then Speaker2
then Speaker1 again?”, “Speaker1 spoke the
most?”), the overall stance/speaker relation-
ship of the argument (“Speaker1 and 3 agreed,
and both disagreed with Speaker2?”)

2. Annotator B begins writing the SCD by first
copying the first sentence of the comprehen-
sive summary, which often describes the over-
all topic of the conversation in a few words.

3. Annotator B identifies the first section of
the comprehensive summary, highlighting the
summary sentences on the document so that
Annotator A can also reference.

• section – usually 1-3 comments that
fall before/in between any key moments.
These comments should have a similar
impact on the overall conversation dy-
namics, so that it makes sense to con-
dense them into one sentence in the SCD

• Annotator A may disagree with condens-
ing the section if they think important in-
formation from within the section would
be lost (e.g. different tone/rhetorical ele-
ments, argumentative stances)

4. For each section, Annotator B writes a cor-
responding summary capturing the dialogue
acts, conversation strategies, and tonal ele-
ments, without any topical details.

• dialogue acts and conversation strate-
gies examples: disagreement, agreement,
counterargument, criticism, accusation,

providing sources, requesting sources, in-
sulting, defending, acknowledging, con-
ceding, rhetorical questions, invalidating,
repetition, using long comment

• tonal elements example: sarcasm,
passive-aggressiveness, bluntness, rude-
ness, civility, neutrality, passion, harsh-
ness, strength, assertiveness, politeness,
friendliness, objectivity, annoyance, frus-
tration, tension, provocation, skepticism,
demanding

• If the indicator of tone is missing or
not clear, Annotator B asks Annotator
A questions such as the ones below, and
Annotator A often goes back to the origi-
nal conversation to reread comments and
provide accurate answers to the ques-
tions or even read aloud whole phrases
of a comment if needed to give proper
context

– B: “Was this said neutrally, or is
there something about the tone that I
should note?”

– B: “Is the comment overtly rude, or is
it just passive-aggressive or blunt?”

• Annotator A reviews the work done on
this section and makes corrections or sug-
gestions if they think the conversation
dynamics summary isn’t an accurate rep-
resentation of the conversation. And, An-
notator A and B would revise the sen-
tences together.

• They repeat this process for each section.
• Annotator A rereads the whole conver-

sation dynamics summary, noting if any
part does not seem to accurately reflect
the original conversation/comprehensive
summary. Both people work together to
correct any such cases with the question-
asking method above.

– If needed, annotators would con-
dense the summaries to be under 80
words, but usually they were already
within range.

B Informativeness Check

Conversations covered in the check. We first
sample 10 conversations on 10 different topics. 5
of the conversations are ‘derailing’ and 5 are ‘non-
derailing’. Each of these conversations makes one



question, where this conversation offers its tran-
script and a segment from its summary as the cor-
rect choice. The paired conversations of these 10
conversations offer the first type of distractors as
discussed in the main text (same topic but opposite
derailment label). Then, for the second distractor
of each question, we use a conversation that has a
different topic but the same derailment label as the
correct choice. We also ensure that each conversa-
tion is used only once across all questions (either
offering a transcript and correct choice or offering
a distractor). This way, each choice in the question
represents a unique conversation and we maximize
the coverage of our check, covering a total of 30
conversations.
Extracting and processing segments. For this
basic check, we define a segment as a sentence
that has 2 speakers. Each summary would have
multiple segments and we always randomly select
one. For the three segments (choices) of a question,
we rename them in such a way that the speakers
in all three segments have the same pseudonames.
The speakers in the transcript is also renamed ac-
cordingly to be consistent with the correct segment.
This effort prevents a question from being trivial
when, for example, “Speaker5” appears in a dis-
tractor but never appears in the transcript, which
immediately rules out this distractor. With this
renaming, annotators have to carefully read all 3
choices against the transcript to answer a question
correctly.10

C Human Forecasting Experiment

We now discuss our design for evaluating human
forecasting on conversation summaries. To de-
sign experiments that respect the annotators’ at-
tention span, we divide the 20 conversations into
two batches of 10 conversations for 2 rounds of
exercises with the same procedure. All annotators
participate in both rounds.

In each round, we have 10 subjects divided into
2 groups (A and B), each completing one version of
our questionnaires (each containing 10 summaries).
The questions are designed such that the i-th ques-
tion in either questionnaire presents a summary
for the same conversation but the summaries are
created differently (one is human-written and the
other is machine-generated). For example, if the i-
th question in Questionnaire A is a human-written

10Before this renaming, we’ve already anonymized the
speakers’ usernames with Speaker1, Speaker2, etc., to respect
the their identity.

summary for a conversation, then the i-th question
in Questionnaire B is a procedural prompt sum-
mary for the same conversation. This way, each
participant has an equal weight on the results for
human-written and machine-generated summaries,
and thus any difference between these results can
not be attributed to a single annotator (e.g., that is
exceptionally good at the forecasting task).

For each conversation, the annotator sees the con-
versation summary and is asked to guess whether
the conversation will derail in the future and give
scores for their confidence in their guess, topic
understanding, and conversation trajectory under-
standing. We briefly define conversation trajectory
at the start of the questionnaire, as how the inter-
action between speakers evolves during the discus-
sion, independent of the actual topics discussed.
Additionally, we also record the time between the
subjects seeing the summary and submitting the
forecast. Figure 2 presents an example question.
After the experiment, we also debriefed the subjects
to understand how they understood the questions;
one observation that stood out was confusion re-
garding the trajectory scale and how that relates to
the guess they are making.

For evaluating human forecasting on transcripts,
we follow a similar design with some modifications.
First, we have a different group of 10 participants,
such that there is no pollution between the two
experiments. Since reading a transcript requires
much longer time than reading a summary, each
participant only reads 10 transcripts, with the ex-
ception of 2 participants who volunteered to read
all 20 transcripts. This results in 6 guesses for each
transcript.

D Details of Summarization Models

D.1 Generating Multiple Summaries For a
Conversation

For every summary type (e.g., traditional prompt,
procedural prompt, finetuned BART), we repeat
the process of generating summaries and running
the downstream evaluation in 4 trials, each trial
generating a different summary for a conversation.
For a summary type based on a finetuned model,
in each trial we finetune the model with a differ-
ent random seed for summary generation. For a
summary type based on prompting GPT-3.5-turbo,
we simply utilizes its stochasticity, using its default
sampling parameters to generate a new summary
for each conversation.



Based on... Accuracy
transcripts (subset) 56.0
procedu. prompt summ. (subset) 71.5 (2.5)
BART summ. (subset) 57.5 (3.0)
DialogLED summ. (subset) 55.0 (4.2)

Table 4: Few-shot GPT derailment forecaster perfor-
mance based on finetuned models summaries (for the
50 test set conversations that do not have human sum-
maries). We include results on transcripts and procedu-
ral prompt summaries of the same 50 conversations for
reference.

D.2 Finetuned Summarization Systems

For finetuned summarization systems, we use 40
transcript-summary pairs from our human sum-
mary dataset for finetuning, 10 pairs for develop-
ment, and generate summaries for the remaining
50 test set conversations that do not have human
summaries. The generated summaries are then eval-
uated with our downstream task in Section 4.

We first experimented with the SOTA conversa-
tion summarization systems, BART-large and Di-
alogLED (Lewis et al., 2020; Zhong et al., 2022).
Both systems previously showed strong perfor-
mance on long dialogue summarization datasets
with small train sets, such as AMI (train size 97)
(Carletta et al., 2006) and ICSI (train size 43) (Janin
et al., 2003), as reported in Zhong et al. (2022).
Table 4 reports the performance brought by sum-
maries from finetuned BART and DialogLED in
our downstream task. We find that these models
finetuned on the 40 human written summaries, do
not produce summaries that lead to better forecast-
ing results than procedural prompt summaries.

Additionally, we attempted to finetune GPT-3.5-
turbo using OpenAI’s API. Due to the high cost
OpenAI charges for finetuning and inferencing on
finetuned checkpoints, we find adequate hyperpa-
rameter search unfeasible and stopped after ob-
taining one checkpoint with reasonable summary
quality. The summaries by this checkpoint led to
an accuracy of 61.9% in the downstream task, sub-
stantially lower than the accuracy brought by the
procedural prompt summaries (Table 4).

D.3 Other Forecasting Systems

For using GPT-3.5-turbo as few-shot classifiers, we
set the sampling temperature to 0 for deterministic
behaviors.

Additionally, we also experimented with other
classifiers using supervised training to forecast con-
versation derailment. We use the transcripts or the
generated summaries of the train (234 conversa-
tions) and dev (100 conversations) splits of our
dataset to obtain trained classifiers and run infer-
ence on the transcripts or generated summaries of
the test split (100 conversations). We examine two
strong baseline models for text classification for
this supervised setting, namely BART and Long-
former. Although these supervised models are con-
sistently outperformed by the GPT few-shot classi-
fier (Table 2), when comparing their performances
on the generated summaries, we still find that proce-
dural prompt summaries best help the downstream
forecasting of conversation derailment, indicating
that our conversation dynamics summary task in-
deed helps automatic systems to forecast conversa-
tion derailment.

D.4 Prompt Engineering

When developing our zeroshot and procedural
prompts for dynamics summaries, we tried
different synonyms for conversation dynamics and
specific dynamics elements, as well as changing
the phrasing of their definitions and examples. For
example, instead of simply prompting the model
to summarize ‘conversation dynamics’, which
might appear as a novel jargon to the model’s
parametric knowledge, we instruct the model to
write a summary that captures the trajectory of the
conversation, especially focusing on how elements
like tone, sentiment, conversation strategies
may change or remain the same throughout the
conversation. We then manually examine the
quality of generated summaries for a small prompt
engineering dataset (size 10) that’s disjoint with
our dev and test splits. For the procedural prompts,
in particular, we manually wrote example summary
segments to contrast different aspects of traditional
summaries with those of SCDs, and included
these examples in the procedural prompt. Figure 3
shows the two prompts we eventually chose as the
zeroshot and procedural prompts for SCDs.

E Qualitative Analysis

Inspired by prior literature (Habernal et al., 2018;
Zeng et al., 2020; Zhang et al., 2018a; Li et al.,
2020a), we focus on a set of conversation strategies
related to conversation trajectories for our qualita-



tive analysis in Section 5. Here, we present the list
in Table 11.

F Miscellaneous

F.1 Transcript of the Introductory Example

We provide the transcript of our introductory ex-
ample in Figure 4 to 7. The last 3 utterances of
the transcript are omitted as how it appears in our
dataset.

F.2 Data Collection

Annonymization. We collect human summaries
for conversation transcripts from the published
dataset CGA, which we accessed through Con-
voKit 2.5.3. The dataset contains the usernames
of the conversation participants, which we replace
with ‘Speaker1’, ‘Speaker2’, and etc. to respect the
users’ identity.
Annotators. All annotators for our evaluations are
recruited as volunteers from university students in
the US. The two annotators who wrote the sum-
maries of conversation dynamics are co-authors of
this paper. The data collection was approved by an
Institutional Review Board at the authors’ institu-
tion. All annotators were informed that their data
would be used for an NLP research and eventually
a published paper before they gave consent.
Disclaimer of Risks. All annotators are informed
that “some of the conversations presented in the
annotation task can be extremely biased and offen-
sive and speak of sensitive topics.” All annotators
gave their consent to participate.

F.3 Implementation Details

For our finetuned models, we conducted hyper-
parameter search over learning rates [3e-6, 5e-6,
1e-5, 2e-5, 3e-5, 5e-5, 1e-4] and warmup steps ([40,
80] for summarizers and [234, 468] for classifiers),
and used the default values from their original im-
plementation for other hyperparameters. For the
DialogLED and BART summarizers, we eventually
used a learning rate of 3e-5 and 80 warmup steps.
For the BART classifier, we used a learning rate of
3e-6 and 468 warmup steps. For the Longformer
classifier, we used a learning rate of 5e-6 and 468
warmup steps. The finetuning experiments in total
took about 150 GPU hrs on an Nvidia A40 GPU.

F.4 Used Artifacts

We include a list of existing artifacts we used.
Some of them have been cited in the main sections

of this paper above. We have closely followed their
intended use.

• GPT-3.5-turbo-0613:
a snapshot of GPT-3.5-turbo from June
13th, 2023. Closed-source but acces-
sible at a low cost via OpenAI’s API,
https://platform.openai.com/docs/

• ConvoKit 2.5.3:
https://convokit.cornell.edu/, MIT License

• PyTorch 1.8:
https://pytorch.org, BSD-3 License

• Transformers 4.25:
https://github.com/huggingface/transformers,
Apache License 2.0

• Scikit-learn 1.3.2:
https://scikit-learn.org, BSD-3 License

F.5 Additional Evaluation Metrics

Here, we provide additional performance metrics
(precision, recall, macro-averaged F1) for differ-
ent summary types, when they are evaluated with
our derailment forecasting task. Each summary
type is evaluated with its respective GPT-3.5 few-
shot derailment forecasting model as described in
Section 4.1.

Derailing? prec. rec. F1

False 72.7 32.0 44.4
True 56.4 88.0 68.8

macro avg 64.6 60.0 56.6

Table 5: Additional metrics for derailment forecasting
on transcripts

Derailing? prec. rec. F1

False 57.1 66.5 61.4
True 59.9 50.0 54.5

macro avg 58.5 58.3 58.0

Table 6: Additional metrics for derailment forecasting
on traditional summaries



Derailing? prec. rec. F1

False 56.1 80.0 66.0
True 65.2 37.5 47.6

macro avg 60.7 58.8 56.8

Table 7: Additional metrics for derailment forecasting
on zeroshot prompt summaries

Derailing? prec. rec. F1

False 62.9 84.0 72.0
True 75.9 50.5 60.7

macro avg 69.4 67.3 66.3

Table 8: Additional metrics for derailment forecasting
on procedural prompt summaries

Derailing? prec. rec. F1

False 57.6 65.0 60.6
True 59.2 51.0 54.2

macro avg 58.4 58.0 57.4

Table 9: Additional metrics for derailment forecasting
on finetuned BART summaries

Derailing? prec. rec. F1

False 56.1 49.0 50.3
True 54.4 60.0 55.6

macro avg 55.3 54.5 52.9

Table 10: Additional metrics for derailment forecasting
on finetuned DialogLED summaries



[Conversation Summary]
Speakers discuss the responsibilities of caregivers of autistic children. One Speaker opens up the
discussion using strong language. Speaker3 and Speaker4 begin to argue in a passive-aggressive manner,
which then transitions into sarcasm, accusations, and questioning each other’s logic. Speaker4 supports
their point with a personal experience, which Speaker3 refutes rudely.
Will the conversation go awry (derail)?

⃝ Yes

⃝ No

Confidence of your answer (1 for least confident and 5 for most confident)

⃝ 1

⃝ 2

⃝ 3

⃝ 4

⃝ 5

To what extent did the summary help you understand the topic of the conversation (on a scale of 1
to 5)?

⃝ 1: I don’t even know the general topic.

⃝ 2

⃝ 3: I know the general topic of the discussion.

⃝ 4

⃝ 5: I know how each Speaker is related to the topic.

To what extent did the summary help you understand the conversation trajectory (on a scale of 1
to 5)?

⃝ 1: I don’t have any idea of the trajectory of the conversation.

⃝ 2

⃝ 3: I have a general understanding of the trajectory.

⃝ 4

⃝ 5: I have a thorough understanding of how each Speaker contributed to the trajectory.

Figure 2: Example question for derailment forecasting based on summaries.



Zeroshot Prompt:
Write a short summary capturing the trajectory of an online conversation. Do not include specific
topics, claims, or arguments from the conversation. Instead, try to capture how the speakers’ sentiments,
intentions, and conversational/persuasive strategies change or persist throughout the conversation. Limit
the trajectory summary to 80 words.

Procedural Prompt:
Write a short summary capturing the trajectory of an online conversation. Do not include specific topics,
claims, or arguments from the conversation. The style you should avoid:
Example Sentence 1: “Speaker1, who is Asian, defended Asians and pointed out that a study found that
whites, Hispanics, and blacks were accepted into universities in that order, with Asians being accepted
the least. Speaker2 acknowledged that Asians have high household income, but argued that this could be
a plausible explanation for the study’s findings. Speaker1 disagreed and stated that the study did not
take wealth into consideration.” This style mentions specific claims and topics, which are not needed.
Instead, do include indicators of sentiments (e.g., sarcasm, passive-aggressive, polite, frustration,
attack, blame), individual intentions (e.g., agreement, disagreement, persistent-agreement, persistent-
disagreement, rebuttal, defense, concession, confusion, clarification, neutral, accusation) and conver-
sational strategies (if any) such as ’rhetorical questions’, ’straw man fallacy’, ’identify fallacies’, and
’appealing to emotions.’ The following sentences demonstrate the style you should follow:
Example Sentence 2: “Both speakers have differing opinions and appeared defensive. Speaker1 attacks
Speaker2 by diminishing the importance of his argument and Speaker2 blames Speaker1 for using
profane words. Both speakers accuse each other of being overly judgemental of their personal qualities
rather than arguments.”
Example Sentence 3: “The two speakers refuted each other with back and forth accusations. Throughout
the conversation, they kept harshly fault-finding with overly critical viewpoints, creating an intense and
inefficient discussion.”
Example Sentence 4: “Speaker1 attacks Speaker2 by questioning the relevance of his premise and
Speaker2 blames Speaker1 for using profane words. Both speakers accuse each other of being overly
judgemental of their personal qualities rather than arguments.”
Overall, the trajectory summary should capture the key moments where the tension of the conversation
notably changes. Here is an example of a complete trajectory summary.
Trajectory summary:
Multiple users discuss minimum wage. Four speakers express their different points of view subsequently,
building off of each other’s arguments. Speaker1 disagrees with a specific point from Speaker2’s
argument, triggering Speaker2 to contradict Speaker1 in response. Then, Speaker3 jumps into the
conversation to support Speaker1’s argument, which leads Speaker2 to adamantly defend their argument.
Speaker2 then quotes a deleted comment, giving an extensive counterargument. The overall tone remains
civil.
Now, provide the trajectory summary for the following conversation.
Conversation Transcript: [...]

Figure 3: Zero-shot prompt and procedural prompt for SCDs.



Strategies How they can be mentioned in dynamics summaries

Rhetorical questions “poses a rheotrical question”, “rhetorically asks”
Attacking logic “point out flaws in [the other speaker]’s arguments”, “accuses

[the other speaker] of their logical fallacy”
Anecdotal experience “shares a personal story”, “uses an anecdotal example”
Evidence “cites statistics and data to support their viewpoint”, ‘uses ex-

ternal sources to support”
Juxtaposition “makes a comparison between”, “provides a detailed explana-

tion of the differences between”
Analogy “uses an analogy to support”
Pointing at missing or unsupported
evidence

“asks for evidence”, “criticizes the lack of evidence”

Accusing of not correctly treating
their argument

“accuses [the other speaker] of not reading their arguments”,
“accuses [the other speaker] of reinterpreting their positions”

Questioning one’s knowledge or at-
tacking one’s lack of knowledge

“insulting [the other speaker]’s knowledge of [the subject]”,
“accusing [the other speaker] of lacking the knowledge of [the
subject]”

Hypothetical example “proposing another hypothetical scenario”
Counterexample “presents counterexamples”

Table 11: List of conversation strategies a speaker may use. For our qualitative analysis, we consider an SCD
‘mentions’ a conversation strategy only if it explicitly identifies what the strategy is, as shown in the examples listed
in the second column of this table. For example, if a summary simply paraphrases the exact rhetorical question or
the cited evidence, then we do not count it as ‘mentioning’ a conversation strategy.



Transcript:
Speaker1: Businesses aren’t charities. They exist to make a profit. "Morals" and "ethics" are
always trumped by profit in the business world.
Speaker2: That’s.... Kind of the inherent problem.
Speaker3: For you. Whenever there is a "problem", it is usually some party wanting to further
their interests. Remember that morals do not exist out there, they are a construct of society. If a
majority is disadvantaged, they may use "morals" to push for their interests.
Speaker2: Unchecked capitalism is economically unsustainable. So yes, it is a problem for
me, and for everyone participating in the economy. Business involves more than just profits. It
involves human beings investing their labor. These are not machines. The idea that profit alone
should drive our economic decisions is morally bankrupt. Human beings deserve a modicum of
dignity. If you can’t agree to that, and you think that slavery is OK and justified as long as the
business is profitable, then I would posit that you too are morally bankrupt.
Speaker4: "Unchecked capitalism is economically unsustainable." what do you mean "unsus-
tainable"? what happens?
edit: [MFW I get my daily reddit downvotes for questioning a social-
ist](http://i.imgur.com/QoGM3.gif)
Speaker2: Well, let’s have an economic thought experiment.
Rule 1: Businesses only care about profit (and typically the short term profit at that, not longer
term returns).
Rule 2: Businesses have nothing to check them from abusive practices.
Let’s think of some common things people believe are good about this scenario:
1) Everyone seeks to further their own means so with supply and demand everything works out
in the end!
2) If a company has poor practices, the consumer will migrate to other options.
3) If a company has poor practices, another company will be developed to compete against it,
forcing it to rid itself of those poor practices.
Now let’s think about whether or not those thoughts can sustain themselves in the thought
experiment.
1) Why wouldn’t companies seek to form cartels? We already have evidence that they do this,
even among competitors. You might say that they’ll be seeking to further their own means, so
this is only temporary. But I would ask you to consider that if Company A and Company B
can make larger profit margins colluding than they can competing, why wouldn’t they? Sure,
Company A might be able to make slightly higher profits down the road if they were able to
beat Company B outright, but that takes short term investment (and therefore cost) and effort.
With collusion, we can maximize profits with minimal effort and cost.
2) But surely if A&B collude with one another, C will come out of the woodwork and offer a
better product/service at a better price, right? But will they? If A&B catch wind of C, what’s
to stop them from using potentially coercive means from stopping them from competing. For
example: hostile takeovers. A&B are a cartel now, and they are established, so they certainly
have the capital necessary to absorb C as a fledgling company.
3) If A&B are colluding, what’s to stop them from slowly degrading the conditions of their
workforce? Like the employees of office space only working hard enough not to get fired, A&B
are only going to create conditions good enough as to not lose profit margins.
4) If A&B are able to block competitors from the industry, what motivation do they have to
innovate and improve their products?
5) What’s to stop A&B from doing environmentally disastrous things (pollution for example)?
If short term profits are all that matter, why would they bother to care?
[continues on the next page..]

Figure 4: Transcript of the conversation used for the introductory example, Part 1 of 4. Its conversation ID is cz2r8ig
in the CGA-CMV corpus.



[continues from the previous page]
All of this isn’t to say that Government must be the check on businesses. Government can be
the tool of business to enshrine their power as well. But capitalism by itself can have some
pretty negative consequences when it is extrapolated out. The problem is the fundamentals
of capitalism are built on a foundation of assumption. That assumption is that when people
seek to fulfill their individual desires, with supply and demand and perfect competition at play,
that everything reaches an equilibrium. The problem here is that perfect competition is never
really at play. Like most things "perfect" it’s an idea, not a reality. You can’t enforce perfect
competition. So the next closest thing you can do is create an environment where competition
is maintained and our perpetually imperfect competition doesn’t get too out of control.
Personally, I’m a believer in social democracy - I believe that capitalism can be good when it is
juxtaposed by the idea of solidarity with all of mankind (as opposed to purely selfish means).
That’s not communism, mind you, it just means that we shouldn’t lose sight of humanity in
the process. When we think about that as a counter to selfish greed, we start thinking about
longer term returns, we start thinking about societal benefit, we start humanizing the capitalistic
process (they aren’t "capital" or "human resources" or "employees" they’re people investing
their efforts in making these companies perform).
I hope that addresses some of your question. It was a bit open ended, so I tried not to ramble on
too much.
Speaker4: that addressed ZERO of my question. you completely failed to address what happens
when a capitalist system reaches its alleged "sustainability" threshold.
my question was not open-ended. what occurs when it is no longer sustainable? you said it was
unsustainable. your hypothetical "what ifs" don’t support your assertion.
Speaker2: Ok. Thanks for the attitude. Now I’m just going to give you a curt response.
Economic collapse. Mass unemployment. Overly polluted and toxic environments. Did you
just want a parade of horribles?
Speaker4: attitude? i just explained that you didn’t answer my question. you gave me an
opinionated rant instead of an explanation.
what am i supposed to do, just say "oh thanks"?
"economic collapse" yeah, you said that already. why? how?
"mass unemployment" how? everybody just gradually becomes unemployed "because capital-
ism"?
"toxic environments" why? is there some aspect of socialism that prevents toxicity in products?
does socialism provide some sort of waste-disposal service unavailable in a capitalist system?
you just keep throwing out matter-of-fact assertions, but i don’t see how you are arriving at
your conclusions.
and apparently you interpret scrutiny as "attitude" that you take offense to... i dunno. I’m not
convinced.
edit: annnnd im downvoted instead of having any of those valid questions answered.
Speaker2: "attitude? i just explained that you didn’t answer my question. you gave me an
opinionated rant instead of an explanation." Sorry, perhaps I’m just reading into the emphasis
from "ZERO" and "completely". The tone of your response and the one that followed seemed
to be ... dickish, for lack of a better word. If I’m reading into it, my apologies.
Economic collapse. Increasingly volatile market behaviors as a result of increasingly risky
investments. Essentially: short term profit at any cost. The system fails to account for long term
sustainability.
[continues on the next page..]

Figure 5: Transcript of the conversation used for the introductory example, Part 2 of 4.



[continues from the previous page]
Mass unemployment. Actually, we’re already on our way to mass unemployment due to
automation. I just read an article about us losing 5 million (net) jobs by 2020 to automation
and AI (that includes the 2mil that will pick up new jobs from the new tech). You also have an
increasing population who can be provided for but not necessarily enough jobs to have them
making a worthy contribution.
Toxic environments. I actually didn’t mention socialism, you did. I said social democracy. The
primary economic driver of social democracy is capitalism. It’s just checked. But even still:
yes. There is something inherent in those systems that greatly reduces the risk of toxicity. The
people who make the products and and invest the labor are the ones who realize the gains. They
are also the ones to decide whether or not those gains are worthwhile given the risks.
In a raw capitalism system: the capitalist realizes the gains and, due to the increased capital, can
largely insulate themselves from the associated risks. Drinking water pollution is an example
of this. The rich typically don’t have this problem as they can afford to purchase potable water.
The poor and working class may not always have their luxury (Flint, MI for example). So the
people who have to live with the realities and consequences of their production are the ones
making the decisions as opposed to someone who doesn’t have to live with them or who can
use their financially superior position to avoid them.
Other examples include the short term profits associated with taking unnecessary risks: see
countless oil spills and deepwater horizon. Also see: covering up of global warming by oil
companies or covering up of health hazards by cigarette companies.
The capitalist system *encourages* this behavior. It is financially beneficial (short term profits
are encouraged over long term profits and investment - this is legally supported through cases
dating back to Dodge v. Ford). A checked capitalist economy disincentivizes that behavior
through regulation and social welfare. A socialist economic system would probably do the
same through the reality that people who would be causing the harm are the people who have
to live with the harm and are less likely to remove themselves from it.
If we want to debate the core tenets of a capitalist economy: that’s fine. But I operate on the
presumption that we both agree the goal of a capitalist economy is to generate profit (with
a weight towards short term profit especially with larger firms having to provide quarterly
earnings and financial benefit for shareholders).
To get back to OP - the minimum wage is *one* check on the default capitalist economic
framework (to drive costs as low as possible). OSHA is another. The FDA is another. The SEC
is another. And so on and so forth.
Speaker4: thank you for that thoughtful response. i do type in a very tonal, speech-based style,
so people actually accuse me of being "a dick" or "irate" pretty frequently. i guess i will just
have to get used to it.
i just mentioned socialism as an alternative to compare to in the pollution argument, i didn’t
mean to presume to say you were, necessarily. my apologies if it seemed that way.
So anyway, yes. I agree that capitalism creates volatile markets. However, I don’t consider
it to be as threatening as you seem to. I can’t understand any situation that would cause a
cataclysmic death or cessation of those markets. There will always simply be peaks and valleys.
"The system fails to account for long term sustainability."
[continues on the next page..]

Figure 6: Transcript of the conversation used for the introductory example, Part 3 of 4.



[continues from the previous page]
This is really vague. What happens when it no longer becomes sustainable? Anarchy? Does
the wealth stop existing? Where does it go? Does it become impossible to make purchases
or be paid for your work? Does everyone die? I am really trying to pin down what exactly
you mean by a system "sustaining" itself. It seems more like a system that would have to be
electively given up, like a language that dies out, instead of something that can break and has to
be discarded, like a broken dish or a burnt-out light bulb.
In this sense, I don’t see how any other ideology or economic system would succeed or fail in
any of these areas, without the "unchecked" qualifier I see so commonly applied to critique of
capitalism.
"unchecked" *is* the problem. greed is the problem. overpopulation is the problem. creation of
toxic byproducts and harmful processes is the problem. a sheltered ruling-class is the problem.
none of these things will disappear by switching ideologies. no other economic system is better,
or worse, -equipped to eradicate these things. similarly, blaming "unchecked" application of any
other system for the existence of these problems would be just as silly as blaming capitalism.
Speaker2: That was my point in the beginning though. That unchecked capitalism is bad. I
am merely arguing for a check on it. Something to keep it from becoming too volatile, too
disruptive, too detrimental. Something to keep it contained. I view capitalism like a nuclear
reactor. If you keep the reaction going and have the right containment - you’ve got a nice source
of clean energy. But if you fail to keep it contained - you’ve got bad news.
To your question of what happens. It can really mean any number of things. It could mean a
very slow dystopian degradation of society wherein the rich get progressively richer and the
poor become bottom feeders with short lifespans. It could mean everyone dies (perhaps through
experimentation gone awry - particularly in the energy or medical fields). I’m not sure about
wealth ceasing to exist outright, I don’t know what that would look like or how that would
come about. Anarchy is certainly possible, so is revolution (as the rich get richer, the poor get
angrier - extrapolate that and we have a recipe for repeating history).
Like I said, some of those problems can be avoided when the people profiting from the
production are the people doing the production. It connects them with the consequences. It
functions as a systematic check. Is it perfect? surely not.
I agree that greed is the problem. But greed isn’t a bug in capitalism, it’s a feature. Like the
nuclear reaction, we’re trying to harness the human motivation behind greed and seize it. But,
we don’t want it to get too far out of control. It’s a balancing act.

Figure 7: Transcript of the conversation used for the introductory example, Part 4 of 4.
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