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What are Transformers?

m Introduced in “Attention is all you need” [Vaswani et al. @ NeurlPS 2017]
m Basic model used in recent Large Language Models (like ChatGPT, Gemini, ... )

m Applications in natural language processing, computer vision, language recognition,
time series analysis, . ..

Veritying Transformers?

m Sometimes their output is just wrong:

Could you please count the number of "R"s in the word
"arbitrary"?

®  The word "arbitrary" contains 2 "R"s.

(Spoiler: “arbitrary” contains three “R’s)

m Questions:
What can be expressed via transformers?
m eg PARITY = {w € {a,b}*: |w]|, is even} is accepted by a transformer [Chiang & Cholak © ACL 2022]
What can transformers learn?
B eg PARITY is not trainable via known algorithms [Bhattamishra et al. @ EMNLP 2020]

Can we verify the (in)correctness of a transformer? If yes, how?
m Already a lot of work done for transformers on words.

m Not (much) covered yet: transformers taking complex input data (like pictures,
videos, voice, . ..)
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UHAT, = all languages over finite ¥ C Q¢ accepted by a UHAT
UHAT ¢ = all languages over infinite ¥ C Q¢ accepted by a UHAT

UHAT vs. Circuit Complexity

UHAT vs. Regular Languages

UHAT vs. Logic
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Figure: Circuit for ajag + bibg = rriry. In general, addition is in AC.

Well-known: AC® ¢ TCO°

UHAT ¢, C ACY
[Hao et al. @ TACL 2022; Barcelé et al. © ICLR 2024]
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COMPARE = {(3) - w € (Q°)" | a > b}
is in UHAT; s ~ AC®.

Define DOUBLE C Q*:

{(Xl, X2, . .

Proof. The following UHAT (without positional encod-
ing) and 0 layers accepts COMPARE:

Figure: A symbolic automaton. Colored edges mark an accepting run of
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DOUBLE ¢ Regular, but DOUBLE € UHAT; s (with-
out positional encoding but with masking)

LTL(Mon) C UHATj , [Barcelé et al. @ ICLR 2024]

LTLTL extends LTL(Mon) to alphabet X = Q¢ by
adding arithmetic constraints of the form
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Example: 7-day Simple Moving Average

m Check for an “uptrend” in a time series

m Describes time sequences where the value at
each time t is above the average of the week

input (g) Uo | U3 | Uy | Us| g U7|Ug| tg
acceptance T IV
criterion ? b¢> 0: (-1)
0/1

[]

Proof. Non-regularity is shown by Pumping Lemma.
DOUBLE is accepted by a UHAT with two layers:

For each position / choose the j > i maximizing
2X,' —

and let y; be this maximal value.
Check whether all y;'s are non-positive.

ending at t.
m G (X6 true — 7xj.6 > Xi +Xxi01+ -+ X,'+6).
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