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Abstract

Positional Encodings (PEs) seem to be indispensable for ensuring expressiveness of
transformers; without them attention transformers reduce to a bag-of-word model.
NoPE-transformers (i.e. with No PEs) with unique hard attention mechanisms were
very recently shown to only be able to express regular languages, i.e., with limited
counting ability. This paper shows that, with average hard attention mechanisms,
NoPE-transformers are still surprisingly expressive: they can express counting
languages corresponding to nonnegative integer solutions to multivariate polyno-
mial equations (i.e. Diophantine equations), reasoning about which is well-known
to be undecidable. In fact, we provide a precise characterization of languages
expressible by Average Hard Attention NoPE-Transformers (NoPE-AHATS): they
correspond precisely to what we call semi-algebraic sets, i.e., finite unions of sets
of nonnegative integer solutions to systems of multivariate polynomial inequa-
tions. We obtain several interesting consequences of our characterization. Firstly,
NoPE-transformers can express counting properties that are far more complex than
established models like simplified counter machines and Petri nets, but cannot
express a very simple counting property of PARITY. Secondly, the problem of ana-
lyzing NoPE-transformers is undecidable, e.g., whether a given NoPE transformer
classifies all input strings in one class. To complement our results, we exhibit a
counting language that is not expressible by average hard attention transformers
even with arbitrary PEs but is expressible in the circuit complexity class TCY,
answering an open problem.

1 Introduction

Transformers [42] have emerged in recent years as a powerful model with a plethora of successful
applications including (among others) natural language processing, computer vision, and speech
recognition. Despite the success of transformers, the question of what transformers can express
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is still not well-understood and has in recent years featured in a rich body of research works (e.g.
[17, 19, 33, 40]).

Formal language theory has proven to be extremely useful in understanding such expressiveness
issues (e.g. see [40]). More precisely, a transformer 7 is said to express a formal language L (i.e. a
set of strings over an alphabet X), when T can classify those input strings that are in L and those
input strings that are not in L. One class of formal languages that have recently featured in the
study of expressiveness of neural networks — in particular, Recurrent Neural Networks (RNN) and
Transformers — are the so-called counting languages, e.g., see [2, 3, 6, 10, 17, 18, 30, 40, 44, 45].
Intuitively, counting languages (a.k.a. counter languages) require counting the numbers of occurrences
of certain characters in the input string and, perhaps, additionally compare them. Of special interests
are permutation-invariant (counting) languages, i.e., languages that are closed under shuffling the
positions of the letters in the string (e.g. aba € L implies baa € L). An example is the language
MAJ over the alphabet {a, b} consisting of strings with more a’s than b’s (e.g. aab € MAJ but
abb ¢ MAJ). Another example is the language PARITY consisting of all strings over the alphabet
{a, b} with an even number of occurrences of a. A simple application' of counting is sentiment
analysis, where the number of positive words should exceed the number of negative words in a text.

Which counting languages can transformers express? Answering this question depends on two
crucial parameters: (1) the type of attention mechanism (2) the type of Positional Encodings (PEs).
Most theoretical research results (see the survey [40]) focus on hard-attention mechanisms, which
replace softmax by picking the leftmost position with the maximum attention score (i.e. unique hard
attention) or averaging those (not necessarily leftmost) positions (i.e average hard attention, a.k.a.,
saturated attention). In the sequel, we will write UHAT (resp. AHAT) for Unique (resp. Average)
Hard Attention Transformers. AHATSs have been argued to be a realistic approximation of how
transformers function in practice [27]. In this paper, we primarily focus on AHATS, though we will
also discuss implications on soft attention transformers. We now proceed to PEs. Attention is an
operation that aggregates an input sequence via a weighted sum, which treats the elements in the
sequence as a bag (i.e. permutation invariant). PEs — which essentially annotate elements in the
sequence by some positional information like ¢ and sin(27 - ¢) (for positive integers i) — are often
used to recover the ordering of the elements in the sequence. PEs are, however, known to substantially
increase the expressive power of transformers in theory since essentially all computable PEs of the
formp : Nx N — R? (or p : N x N — Q%) are permitted’. This has led some researchers to
use positional masking (a.k.a. causal attention) [39, 45] — which essentially filters elements in the
sequence (relative to the current position) before applying attention — instead of PEs.

Several recent results shed some lights on the expressivity of transformers on counting languages.
Firstly, UHATs (even with PEs) are known to be strictly contained in the (nonuniform) circuit
complexity class AC® [2, 19], which characterizes the “inability of counting”, e.g., the most basic
counting language PARITY is not in AC [1]. In fact, NoPE-UHATS with positional masking can
express only star-free regular languages [45]. What about AHATs? We know that AHAT languages
(with PEs) are subsumed in the circuit complexity class TC® O AC? [19, 29], which essentially
enriches AC" circuits with “counting” and “arithmetics”. Whether AHAT languages (with PEs) are
strictly contained in TC” was posed an open problem [2]. Furthermore, AHAT (with PEs) can express
all counting languages corresponding to the permutation closures of all regular languages [2]. The
question of precisely which counting languages AHAT's can express remains open. Furthermore, since
some of these constructions employed non-trivial PEs (e.g. trigonometry functions), the question
arises as well on the role of PEs in recognizing these languages.

Contributions. Our main contribution is to show that NoPE-AHATSs are extremely expressive, in
contrast to the case of UHATS [45]: they can express nonnegative integer solution sets to multivariate
polynomial equations (i.e. Diophantine equations), which play an important role in mathematics
(particularly, number theory, and algebraic geometry) and theoretical computer science (particularly,
computability theory [25]). A simple example of such a permutation-invariant language is

SQRT = {w € {a,b}" | |w|a < |w|/v2}, M

"https://medium.com/data-science/sentiment-analysis-with-text-mining-13dd2b33de27
2Some results even refrain from any computability assumption since commonly used PEs (e.g. trigonometry
functions) are not rational, e.g., [2]
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Figure 1: Visualization of our results.

containing words whose proportion of the positions with letter a is at most /2. More precisely, we
provide a precise characterization of languages expressible in NoPE-AHAT: finite unions of sets of
non-negative integer solutions to multivariate polynomial inequalities, which we call semi-algebraic
sets (henceforth, written SemiAlg). To the best of our knowledge, this is the first result showing that
a sequential model based on neural networks (including RNN and transformers) could represent all
Diophantine equations. Our main result and its consequences (more below) are summarized in Fig. 1.

Key consequences of our main result: 1. Counting power of NoPE-AHATS in relation to other
established models. 2. Undecidability of reasoning about transformers 3. Counting power of soft
attention transformers

Firstly, NoPE-AHAT can express counting languages (e.g. SQRT) that cannot be expressed by
established models in the literature of transformers (e.g. UHAT with PEs), circuit complexity
(AC®), and formal languages and concurrency theory (e.g. simplified counter machines, Petri nets,
and models of higher-order recursion). In particular, simplified counter machines — frequently
employed in the investigation of the counting power of RNN and Transformers [30, 44] — cannot
recognize permutation-invariant languages beyond linear integer arithmetics (a.k.a. semilinear sets
[32], meaning those definable in existential Presburger arithmetic). Interestingly, it follows from our
characterization that PEs are indispensable for capturing PARITY ¢ SemiAlg using AHAT.

Secondly, we can apply our result to show undecidability of formally verifying (a.k.a. interpreting or
checking robustness) of transformers, which has recently received attention (e.g. see [34]). For less
formal approaches to verification, cf. [4, 11, 20, 36]. [More generally, formal verification of neural
networks (including feed-forward neural networks and RNN) is an established research field (cf.
[21, 24, 36]) with an annual solver competition (cf. [5]).] Especially, our result implies undecidability
of verifying a very simple transformer model with no PEs, left as an open question in [34].

For these aforementioned results, we provide a detailed parameteric analysis in terms of the number of
layers. In particular, with one layer, NoPE-AHAT expresses only linear Diophantine equations (more
precisely, quantifier-free Presburger Arithmetic (QFPA), and so cannot define SQRT. To achieve
powerful counting ability (e.g. resulting in undecidability), we show sufficiency of NoPE-AHATS
with only two layers.

Finally, it was recently shown [46] that soft attention transformers with either PEs or temperature
scaling (written 7-SMAT) can simulate AHAT languages that have the so-called uniform-tieless
property (AHAT[UT]): each layer is either uniform (U) or tieless (T). Our construction of NoPE-
AHATSs from SemiAlg in fact satisfies a stronger condition: no tieless layers are needed. As a result,
7-SMAT can also express counting languages corresponding to solutions to Diophantine equations.

Separation from TC To complement our above results, we use an information-theoretic argument
to exhibit a permutation-invariant language that is not expressible by AHAT even in the presence of
PEs. In particular, we show that this implies that AHAT-definable languages are a strict subset of
TCP, answering an open problem from [2].

Organization. After recalling basic definitions in Section 2, we provide a summary of results in
Section 3 as a roadmap for the rest of the paper. We then prove a characterization of the power of
NoPE-AHATS in Section 4, and a parameteric analysis in Section 5. We separate TC° from AHAT
with PEs in Section 6, and conclude in Section 7. Missing details can be found in the appendix.



2 Preliminaries

ReLU neural networks A ReLU node v is a function Q™ — Q, where m € N is referred to as the
input dimension, and is defined as v(z1, ..., z,) = max(0,b+ Y ., w;x;), where w; € Q are the
weights, and b € Q is the bias. A ReLU layer ¢ is a tuple of ReLU nodes (v1, . .., v, ), all having the
same input dimensionality, computing a function Q™ — Q", where n € N is referred to as the output
dimension. Finally, a ReLU neural network N is a tuple of ReLU layers (¢1, ..., £x), such that the
input dimension of ¢, 1 is equal to the output dimension of ¢;. It computes a function Q" — Q"*,
given by N (1, ..., Tm,) = lp(- b1z, ooy Ty ) o0 ).

Average hard attention layers An AHA layer is a function \: (Q?)* — (Q°)*, given by affine
maps Q, K: Q% — Q™, V: Q¢ — QF (query, key, and value matrices) and a ReLU neural net
N:Q¥k — Q°. Given an input sequence z = (xy,...,x,) € (Q%)", the output sequence
y = (y1,--.,Yn) € (Q9)™ is computed as follows. First, one computes the sequences of key,
query, and value vectors: k; = Kx;, q; = Qx;, v; = Va,, 1t =1,...,n, then a sequence of
attention vectors defined by a; = ﬁ >_jep Vj» where P C {1,...,n} is the set of those positions
Jj for which (k;, g;) is maximal. Finally, one sets: y; = N (x;, a;). We say X is uniform iff the key
and query maps K and @) are constant, it is called tieless iff for all input sequences and all positions
the set of positions P with maximal attention is a singleton.

Average hard attention transformers An AHA Transformer (AHAT) with ¢ layers over a finite
alphabet X is a function 7: ¥+ — {0, 1}, given by: (i) the “input embedding” function ¢: ¥ — Q%
(ii) the positional encoding p: N> — Q%, and (iii) a sequence of AHA layers \; : (le)* —
(Q%)*, ..., Ae: (Q4)* — (Qe+1)*. Given an input word w = a; - - - a,, € X", the output T'(w)
is computed as follows. First, we set 1 = t(a1) + p(n, 1), ..., @, = t(a,) + p(n,n). Then
we compute (Y1,.-.,Yn) = Ae(Ae—1(--- A (x1,..., @) -)), and we set T(w) = 1 if and only
if y,[1] > 0, and T'(w) = 0 otherwise. We say that T" has no positional encoding (NoPE) if the
positional encoding is a constant function.

AHAT language classes We study AHAT that accept languages with an end marker, i.e. the input
word w € ¥* is first extended by an end marker $§ ¢ X, and then T is evaluated on w$. Thus, by
AHAT we denote the class of all languages I, C ¥ such that there is an AHAT T over ¥ U {$}
(with § ¢ %) so that L = {w € I | T'(w$) = 1}. If we restrict the AHAT to have only uniform
(resp. only uniform or tieless layers), then we write AHAT[U] (resp. AHAT[UT]). When we restrict
to AHAT with at most £ attention layers, then we obtain AHAT[< ¢]. Moreover, the restriction to all
languages accepted by an AHAT without positional encoding is denoted as NoPE-AHAT. The classes
NoPE-AHAT[U], NoPE-AHAT[UT], NoPE-AHAT[< /] are then defined similarly to AHAT[U], etc.

Other language classes Let RE denote the class of recursively enumerable languages [38], i.e. those
recognized by (not necessarily terminating) Turing machines. TC” denotes the class of all languages
defined by a family of polynomially sized circuits of constant depth containing only Boolean and
majority gates (see [43] for more details). For an alphabet ¥ with ¥ = {ay, ..., a,, }, we define the
Parikh map as the function U: ¥* — N, where U(w)[i] := |w|,, is the number of a;’s in w. A
language L C X* is permutation-invariant if for u,v € ¥* with ¥(u) = ¥(v), we have u € L if
and only if v € L. These have also been called “permutation-closed” or “proportion-invariant” e.g. in
[33]. By PI, we denote the class of languages that are permutation-invariant. In particular, RE N Pl is
the class of languages that are (i) recursively enumerable and (ii) permutation-invariant.

For a class C of languages, we denote by Proj(C) the class of projections, i.e. the languages of the
form (L), where L is from C and 7 is a map that deletes a subset of the letters.

Presburger arithmetic (PA) refers to the first-order theory of the structure (N; +, 0, 1, <) [7, 16]. The
quantifier-free fragment of PA includes all PA formulas that do not contain any quantifiers; in other
words, these are Boolean combinations of atomic formulas. We assume that all atomic formulas are of
the form cyz1 + - - - + ¢z, < bwith ¢;, b € Q, which we refer to as linear inequalities. Additionally,
we use common abbreviations such ans = or >. Given a PA formula with m free variables, meaning
variables not bound by any quantifier, we denote by [¢] the set of vectors in N™ that satisfy ¢. Let
QFPA denote the class of languages I C X7 for which there exists a quantifier-free PA formula ¢
with |X| free variables such that L = {w € 1 | U(w) € [¢]}.



3 Summary of results

In this section, we provide a rather detailed summary of our results, which would serve as a roadmap
for the rest of the paper. In particular, we specify results and defer proof sketches to Sections 4 to 6.

The power of NoOPE-AHAT A subset .S C N™ is semi-algebraic if it is a Boolean combination of
sets of the form S, = {z € N | p(x) > 0} for some polynomial p € Z[X7, ..., X,,]. A language
L C ¥* is semi-algebraic if there is a semi-algebraic set S C N™ and X = {ay, ..., a,,} such that
L={we{a,...,an}" | ¥(w) € S}. Let SemiAlg denote the class of semi-algebraic languages.

An example is the set SQRT as defined in (1), since |w|, < |w|/+/2 if and only if 2|w|? < |w|?.

Our first, and arguably most important, main result is the following.
Theorem 1. NoPE-AHAT = NoPE-AHAT[U] = SemiAlg.

Note that for every p € Z[X1,..., X, the set {& € N™ | p(z) = 0} is semi-algebraic, because
p(x) = 0if and only if —p(x)? + 1 > 0. Thus, Theorem 1 implies that every solution set to
polynomial equations belongs to NoPE-AHAT.

Let us see some consequences of Theorem 1. We begin with positive results, i.e. examples of
languages that can be recognized by NoPE-AHAT. First, Theorem 1 implies that NoPE-AHAT are
almost Turing-complete: Up to projections, they can recognize all permutation-invariant recursively
enumerable languages. More precisely, we will deduce that Proj(NoPE-AHAT) = RE N PI. The
latter implies that NoPE-AHAT itself goes beyond extremely powerful formalisms in the literature
on automata theory, verification, and neural networks: There is a language in NoPE-AHAT that is
not recognized by a higher-order recursion scheme, a Petri net, a simplified counter machine, nor
an LTL[Count] formula. This will be formalized in Corollary 4 (which is even stronger). Moreover,
the equation Proj(NoPE-AHAT) = RE N Pl implies that the emptiness problem for NoPE-AHAT is
undecidable. Again, we will later have a stronger statement in Corollary 5.

We can also use Theorem 1 to show that a language that is well-known not to be accepted by a UHAT,
is also not accepted by a NoPE AHAT. Let PARITY = {w € {a,b}" | |w]|, is even}.

Corollary 2. PARITY does not belong to NoPE-AHAT.

PARITY is known to be accepted by an AHAT with PE [2]. Thus surprisingly, PEs increase the
power of AHAT, even among languages that are permutation-invariant.

NoPE-AHAT with two attention layers The AHAT we construct in for Theorem 1, and thus for
the equality Proj(NoPE-AHAT) = RE N PI, employ several attention layers. We will show that for
the latter “almost Turing-completeness”, just two attention layers suffice:

Theorem 3. Proj(NoPE-AHAT[< 2]) = RENPIL.

From Theorem 3, we can deduce that already with two attention layers, NoPE-AHAT go beyond very
powerful models from automata theory, verification, and neural networks:

Corollary 4. There is a language in NoPE-AHAT < 2] that is not recognized by (i) higher-order
recursion schemes, (ii) Petri nets, (iii) simplified multi-counter machines, (iv) LTL[Count].

Here, higher-order recursion schemes (HORS) are a prominent model for programs with higher-order
recursion. HORS are the central model in the area of higher-order model checking [31]. Moreover,
Petri nets (also known as VAS) are a widely used and studied model of concurrent programs [12]. The
two models are some of the most powerful models (short of Turing-complete and thus undecidable
ones) in the overall area of automata theory; moreover, they are expressively incomparable. Their
accepted languages are defined in, e.g. [31] for HORS and, e.g. in [9, 23] for Petri nets.

Corollary 4 also compares NoPE-AHAT with simplified multi-counter machines (SMCM) [44]
and LTL[Count]. SMCM have been studied in the literature on neural networks [30, 44]. Roughly
speaking, SMCM are multi-counter machines where counter updates depend only on the current
input letter; see Section A.1 for details. Moreover, LTL[Count] is a variant of the logic LTL[C, +] of
[2]. LTL[C, +] is a powerful logic introduced in [2] to showcase the expressiveness of AHAT: Every
language definable in LTL[C, 4] is accepted by an AHAT [2, Thm. 2]. In our variant LTL[Count], we
remove the feature of arbitrary unary predicates, which can be captured by AHAT thanks to PE. In



the absence of PE, there is no hope to capture these; hence our comparison against LTL[Count]. See
Section A.2 for a detailed definition of LTL[Count].

Corollary 4 follows from Theorem 3 with two arguments. First, the languages of higher-order
recursion schemes and of Petri nets are closed under projections (e.g. [8]; for Petri nets, this is
immediate from the definition) and each of them has a decidable membership problem [26, 31]. But
Theorem 3 tells us that there is a language K in NoPE-AHAT[< 2] and a projection 7 such that 7(K)
has an undecidable membership problem. This implies that K can not be recognized by a HORS
nor by a Petri net. For SMCM and LTL[Count], we have to argue differently, because they are not
closed under projection. However, we prove in Section A.1 (for SMCM) and in Section A.2 (for
LTL[Count]) that permutation-invariant languages in these two classes must have semilinear Parikh
images. Since 7(K) is permutation-invariant and undecidable and thus not semilinear, K cannot be
semilinear either. Hence, K is not recognized by an SMCM nor by LTL[Count].

Moreover, Theorem 3 implies that emptiness is undecidable, already with two attention layers:
Corollary 5. The emptiness problem for NoPE-AHAT < 2] is undecidable.

NoPE-AHAT with one attention layer We have seen that NoPE AHAT are extremely powerful
already with two attention layers. The same is not true for a single attention layer. Indeed, we have a
characterization of NoPE AHAT with one layer in terms of Presburger arithmetic:

Theorem 6. NoPE-AHAT[< 1] = QFPA.

For example, this implies that with just one attention layer NoPE-AHAT are strictly less powerful
than with two: Proj(NoPE-AHAT|[< 2]) contains all permutation-invariant recursively enumerable
languages, whereas Proj(NoPE-AHAT[< 1]) = Proj(QFPA) is the class of languages with semi-
linear Parikh images. Since not every recursively enumerable set of vectors is semilinear, the two
classes NoPE-AHAT[< 1] and NoPE-AHAT[< 2] must differ.

Moreover, the translation between NoPE-AHAT < 1] and QFPA can be done algorithmically. Since
satisfiability of existential Presburger is decidable [16], we obtain:

Corollary 7. The emptiness problem for NoPE-AHAT[< 1] is decidable.

NoPE-AHAT without end marker Given that our definition of NoPE-AHAT ™™ uses an end
marker, we also investigated the setting of NoPE-AHAT without end marker. Our results are given
in Section D. For example, we reveal a surprising connection to an open problem in number the-
ory: While emptiness is undecidable for NoPE-AHAT (Corollary 5), decidability of emptiness
for NoPE-AHAT "™ is equivalent to decidability of solvability of Diophantine equations over the
rationals. Whether decidability holds here is a major open problem in number theory [37]. More-
over, without an end marker, NoPE-AHAT still go beyond LTL[Count] and simplified multicounter
machines, already with two layers. See Section D for a list of results.

Counting beyond AHAT We conclude by showing the existence of a permutation-invariant lan-
guage that lies beyond AHAT, even in the presence of PEs.

Theorem 8. There is a permutation-invariant language that cannot be captured by AHAT, even with
PEs. Hence, AHAT C TCO,

See Section 6 for a proof. The “Hence” part of the theorem is a consequence of a standard result in
circuit complexity that each permutation-invariant language is in TCY; for completeness, we provide
a simple argument in Section A.3.

4 Characterizing the power of NoPE-AHAT

In this section, we give details on the proofs of Theorems 1 and 20 and Corollary 2. We begin with
Theorem 1. Since the inclusion NoPE-AHAT[U] C NoPE-AHAT is trivial, there are two interesting
inclusions: NoPE-AHAT C SemiAlg and SemiAlg C NoPE-AHAT[U]. The latter follows from:

Proposition 9. For every polynomial p € Z[Xi,...,Xp], the language L,~o = {w €
{a1,...,am}™ | p(¥(w)) > 0} belongs to NoPE-AHAT[U].



Let us see why Proposition 9 implies SemiAlg C NoPE-AHAT/[U]. First, the complement of each
language L, ( can be obtained, because p(x) > 0 is violated if and only if —p(z) + 1 > 0.
Moreover, NoPE-AHAT is closed under union and intersection (see Section B.1). We can thus accept
all Boolean combinations of languages of the form L~ , and hence SemiAlg.

To show Proposition 9, we will use polynomials that are homogeneous, meaning all monomials have

the same degree. Note that given an arbitrary polynomial p € Z[X}, ..., X,,] of degree d, we can
consider the polynomial g € Z[ Xy, ..., X,,] with ¢ = Xgp(%, cee ))((’g ), which is homogeneous.
It has the property that p(x1, ..., 2,,) > 0if and only if ¢(1, z1, ..., z,,) > 0. Therefore, from now
on, we assume that we have a homogeneous polynomial ¢ € Z[Xj, . .., X,,] and want to construct

an AHAT for the language K, = {w € {a1,...,an}" | ¢(1,2) > 0 forx = ¥(w)}.

To simplify notation, we denote the end marker by ag. Thus, the input will be a string w €
{ag,...,a,} " that contains ag exactly once, at the end. Since |w|,, = 1 is satisfied automatically,
our AHAT only has to check that ¢(xo, . .., ) > 0, where x; = |w|,,. The input encoding is the
map {ag, ..., an,}* — Q™ with a; — e;, where e; € Q™ is the i-th unit vector.

Step I: Compute frequencies Our AHAT first uses an attention layer to compute m + 1 new
components, where i-th component holds nﬁl, where n + 1 is the length of the input (including the
end marker). This is easily done by attending to all positions and computing the averages of the first
m + 1 components. To simplify notation, we will index vectors starting with index 0.

Step II: Multiplication gadgets Second, we have a sequence of gadgets (each consisting of two
layers). Each gadget introduces a new component, and does not change the existing components.
Between gadget executions, the following additional invariants are upheld: (i) Overall, a gadget does
not change existing components: it introduces one new component. (ii) The components {0, ..., m}
are called the initial components. (iii) All other components are uniform, i.e. they are the same across
all positions. (iv) The uniform components carry values in [0, 1]. Thus, we will call components
0, ..., m the initial components; and we call components > m the uniform components.

Our gadgets do the following. Suppose we have already produced ¢ additional components. For each
initial component ¢ € [0, m| and uniform component j € [m + 1,m + 1 + ¢}, gadget omult(¢, 7, j),
which introduces a new component, will carry the value f;ff , where y; is the value in component j
of all vectors. Recall that we use z; to denote the number of a; occurrences in the input for ¢ € [0, m].

We implement the gadget omult(¢, 7, j) using some ReLU layers and an attention layer. Suppose that
before, we have the vector u,, € Qm“*f in position p. First, using ReLU layers, we introduce a new
component that in position p has the value w,[i] - w,[j]. This can be achieved since u,[¢] is in {0, 1}
and u,[j] € [0, 1]: Notice that u,[i] - up[j] = ReLU(uy[j] — (1 — up[i])). Indeed, if u,[i] = 1,
then this evaluates to u,[j]; if u,[i] = 0, then we get ReLU(u,[j] — 1) = 0. We then use uniform
attention to compute the average of this new w,[i] - u,[j]-component across all vectors. Since there

are n + 1 vectors, exactly ; of them have u,,[i] = 1, and also u,[j] = y;, we get the desired fH_yf .

Step III: Computing the polynomial We now use our gadgets to compute the value of the polyno-
mial. For each monomial of ¢, say X;, - - - X;,, we use d — 1 gadgets to compute ;, - - - ;, /(n+1)%:
The frequency computation in the beginning yields x;, /(n + 1), and then we use gadgets to compute
zi, 1, /(n+1)2, 25, 24,15, /(n+1)3, ete. until z;, - - - 5, /(n+1)%. Finally, we use a ReLU layer to
multiply each monomial with a rational coefficient, and compute the sum of all the monomials. Thus,
we have computed ¢(xo, . .., T,)/(n + 1)% We accept if and only if q(xg, ..., 7m)/(n+1)% > 0.
Note that this is the case if and only if ¢(xq, . .., Z) > 0.

This completes Proposition 9 and thus SemiAlg C NoPE-AHAT/[U]. It remains to show:
Proposition 10. NoPE-AHAT C SemiAlg.

Proof. Suppose that ¥ = {aj, ..., a,} is our alphabet, ag the end marker, and 2; € N the number
of occurrences of a; in the input. We say that a position p is an a;-position if the input holds a; at
position p. Notice that an AHAT without positional encoding cannot distinguish vectors that come
from the same input letter. This means, in any layer, any two a;-positions will hold the same vector.
Thus, the vector sequence on layer £ is described by rational vectors uy g, . . ., U¢,m, Where ug ; is
the vector at all the a;-positions on layer £. Moreover, for each i, the set of positions maximizing an
attention score also either contains all a;-positions, or none of them. Therefore, if the AHAT has a



attention layers, there are at most ((2m+1)m+1)e = 2(m+1)%a possible ways to choose the positions
of maximal score: On each attention layer, and for each i € [0, m], we select a subset of the m + 1
letters. For each ReLU node and each i, there are two ways its expression ReLU(v) can be evaluated:
as 0 or as v. Thus, if there are » ReLU nodes, then there are 2" ways to evaluate all those nodes.

For each of these 2"+ (m+1)”a choices, we construct a conjunction of polynomial inequalities that
verify that (i) this choice actually maximized scores, (ii) the resulting vector at the right-most position
in the last layer satisfies the accepting condition. This is easy to do by building, for each layer
¢ and each 1, expressions in 1, ..., ,, for the vectors uy ;, assuming our choice above. These
expressions have the form p(z1,...,2m)/q(z1, ..., z,) (averaging can introduce denominators).
Here, once we have expressions for u, ;, we can use them to build expressions for w1 ; by following
the definition of AHAT. Checking (i) and (ii) is then also easy, because inequalities involving
quotients p(z1, ..., Tm)/q(x1,. .., x,) can be turned into polynomial inequalities by multiplying
with common denominators. Finally, we take a disjunction over all 2"+("+1)@ conjunctions. O

Inexpressibility of PARITY Let us now show Corollary 2. By Theorem 1, it suffices to show
that PARITY is not semi-algebraic. Suppose it is. Then there is a disjunction of conjunctions of
polynomial inequalities that characterizes PARITY. The polynomials are over Z[ X, Y], where X
is the variable for a’s and Y is the variable for b’s. By plugging in Y = 0, we conclude that the
set of even numbers is semi-algebraic. Hence, there is a disjunction \/;_; AJ_, p; ;(X) > 0 of
conjunctions that is satisfied exactly for the even numbers. This implies that for some ¢, there are

m

infinitely many even numbers k such that A\, p; j(k) > 0. Therefore, for every j € [1,m], the
leading coefficient of p; ; must be positive. But then, /\T=1 pi.; (k) > 0 must hold for all sufficiently
large k, not just the even ones, a contradiction.

As mentioned in Section 3, we can deduce many more results from Theorem 1. Since we also prove
stronger versions for NoPE-AHAT with at most two layers, we defer the proofs to Section 5.

5 Parametric analysis

Capturing RE with two layers We sketch the proof of Theorem 3 (details in Section C.1). The first
ingredient is that by the MRDP theorem one Diophantine sets, every language in RENPI is a projection
of a language of the form L, = {w € {a1,...,a,}* | p(¥(w)) = 0}, where p € Z[X1,..., X,,] is
a polynomial [25]. Thus, it suffices to place L, in NoPE-AHAT[< 2]. First observe that in Theorem 1,
we use one attention layer for each multiplication, so this avenue is closed if we want to stay within two
attention layers. Instead, we use that for every polynomial p € Z[X, ..., X,,], there are quadratic
(i.e. degree < 2) polynomials ¢1,...,q, € Z[X1,..., Xmik] for some 7,k > 0 such that for
x € N™, we have p(x) = 0 if and only if there is some y € N* with ¢;(x,y) =0, ..., ¢ (x,y) = 0:
Just introduce a fresh variable for each multiplication in p and use the g; to assign these fresh variables.
Now as before, the first attention layer computes letter frequencies. Then, the score function (which,
as a bilinear map, can evaluate quadratic polynomials) in the second attention layer evaluates the
quadratic polynomials g;.

NoPE AHAT with a single layer Let us briefly sketch the proof of Theorem 6. For the inclusion
NoPE-AHAT[< 1] C QFPA, we proceed similarly to Proposition 10, while observing that the
inequalities we have to verify are all linear inequalities: This is because a single attention layer
averages only once. Conversely, for the inclusion QFPA C NoPE-AHAT < 1], we use one attention
layer to compute all letter frequencies, and then use ReLLU layers to evaluate linear inequalities. The
full proof of Theorem 6 can be found in Section C.2.

6 Beyond AHAT

We provide here a proof of Theorem 8, which consequently separates AHAT and TC°. We do not
give an explicit construction for this separating language, but rather a “counting” argument. More
specifically, by C-bounded AHATs we mean AHATs where the embedding dimension and the number
of layers do not exceed C. First, we establish the following lemma:



Lemma 11. Let C > 0 and the size of the input alphabet . be fixed. Then for any n, and for any
k inputs x1, ...,z € X" the number of Boolean functions that can be computed by C-bounded

AHATs on {x1, ..., xx} is at most kO™,

To derive the theorem from this lemma, observe the following. For |£| = 5, and for any n, there exist
k = ©(n*) inputs from X" that cannot be obtained from each other by permuting letters. Hence,

permutation-invariant languages realize all 2% () Boolean functions on these inputs. On the other

hand, when C'is fixed, C-bounded AHATS realize just 20(n*logn) different functions on these inputs.
Thus, for any C, we can take n large enough and define our permutation-invariant language on " in
such a way that no C-bounded AHAT computes the restriction of our language to inputs of length n.
Doing this for all C using larger and larger n finishes the proof.

It remains to prove the lemma. We will view C-bounded AHATS, restricted to inputs of length n,
as concept classes in the standard PAC-learning setting [15]: there are input vectors, consisting of
coordinates of input embeddings (there are O(n) coordinates); there are “parameters”, consisting of
coordinates of the positional encodings, elements of the attention matrices and weights of the neural
networks (again, there are O(n) of them); any assignment of parameters gives us a “concept” — a set
of input vectors, evaluated positively with these values of parameters.

Computations in AHAT on an input from X" can be seen as a sequence of standard arithmetic
operations and comparisons with 0 (performed over parameters of our AHATSs). Namely, if the values
at some level are already computed, we do the following. First, compute the value, the query, and
the key vectors for the new layer, and this computation is just a multiplication by elements of the
V, K, and Q-matrices of the corresponding layers. Thus, it takes O(n) operations. We then compute
n? products of key and queries, giving n attention weights per position. For each position, we then
compute the set of maximal attention weights, which is doable with n comparisons per position. We
take averages (O(n) operations per positions) and apply fixed-size ReLU networks to each position
(O(1) operations per positions). Overall, the number of operations is O(n?) and parameters is O(n).

By Theorem 2.3 in [15], the VC dimension of the corresponding concept class is bounded by
O(n?) - O(n) = O(n?). [VC dimension of a concept class is the maximal size of a set of inputs on
which all Boolean functions are realizable by this concept class.] By the Sauer-Shelah lemma [35],

the number of Boolean functions realizable on k different input vectors is ko("g), as required.

7 Concluding Remarks

We have identified the expressive power of average hard attention transformers with no Positional
Encodings (PEs) with permutation-invariant languages representing integer points in semi-algebraic
sets, which in turn generalize integer solution sets of multivariate polynomials (a.k.a. Diophantine
equations). This result suggests the surprising expressivity of transformers, even in the absence of PEs.
Despite this expressivity, our characterization shows that PARITY is not expressible by hard attention
transformers with no PEs (but is expressible with PEs, e.g., see [2]). In addition, it also follows that
average hard attention transformers with no PEs can express languages that are far complex than
established models (including simplified counter automata, Petri nets, and higher-order recursion
schemes). In particular, it also implies undecidability of reasoning about languages of transformers
with no PEs, solving an open problem [34] on the verification of transformers. Using a recently proven
result [46] connecting average hard attention transformers with soft attention transformers with PEs
or temperature scaling, we show that the latter can capture solutions to Diophantine equations. Finally,
we complement these results by providing a permutation-invariant language that is not expressible by
AHAT even with PEs, thus solving an open problem [2] whether the inclusion AHAT C TC is strict.

Limitation, Related Work, and Future Work: Formal models of transformers (e.g. see [40])
employ some assumptions that might be rather unrealistic. The first pertains to unbounded precision,
which appears not only in positional encodings, but also in internal precision during computation. This
has hitherto played a crucial role in deriving expressivity results. Results on transformers prohibitting
PEs (e.g. [45] and our work) constitute the first step in addressing this modeling limitation. Secondly,
one should be mindful that average hard attention mechanism is an approximation of practical
transformers that is amenable to theoretical analysis, even though there is evidence [27] that they
serve as a good approximation. That said, by employing a recent result [46], our result also yields



expressivity of soft attention transformers. Thirdly, although our work focuses on NoPE-UHAT
(recognizing only permutation-invariant languages), positional ordering can be recovered by a mild
addition of positional masking (see [45]).

Recent results (e.g. [18]) suggest that expressivity results are only a first step towards understanding
trainability. In particular, sensitive languages (e.g. PARITY) are not easily trainable, even though
they might be expressible by AHAT. [Intuitively, PARITY is sensitive because changing one bit flips
membership of a given string. This is not the case for MAJ and SQRT.] This suggests the future
avenue of investigating trainable NoPE-AHAT languages, e.g., by employing sensitivity.

Finally, our work focuses on transformer encoders. It is known that transformer decoders which
use self-attention mechanisms (i.e. intermediate generation of tokens) are Turing-complete [33].
This has recently [28] been simplified to the case with no PEs but strict positional masking. Such
a result is not comparable to ours since, even with no PEs, decoders can generate some type of
positional encodings during intermediate computation. Despite this, that transformer encoders can
already capture solutions to Diophantine equations suggests the possibility of an alternative proof of
Turing-completeness of transformers with a simpler decoder model. This we leave for future work.
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A Omitted proofs from Section 3

A.1 Permutation-invariant languages of simplified multicounter machines

Simplified multicounter machines were first introduced by [44] as a non Turing complete version
of Minsky machines that still allow incrementing, decrementing, and (non-)zero tests of multiple
counters. Before defining these machines, we first need some more notations: the masking function
mask: Z? — {0, 1}¢ satisfies for each tuple = € Z?

forall 1 <i<d: mask(z)[i] =0 < x[i]=0.

Simplified multicounter machines can apply the following operations: incrementing (41), decrement-
ing (—1), resets ( - 0), and no-operations (- 1). A vectoro € {+1,—1, -0, - l}d of operations induces
the following function o: 7% — 7% with: foreachx € Z%and 1 < i < n:

e if ofi] = + 1 then o(x)[i] = x[i] + 1,
o if o[i] = — 1 then o(x)[i] = x[i] — 1,
* if o[i] = - O then o(x)[i] = 0, and

o if o[i] = - 1 then o(x)[i] = x[i].

A d-dimensional simplified multicounter machine is a tuple M = (Q, %, qo, 3, u, F') where @ is a
finite set of states, Y. is the input alphabet, qo € Q is the initial state, §: Q x ¥ x {0,1}¢ — Q a
transition function, u: ¥ — {—1,+1, -0, - 1}¢ a counter update function, and F C Q x {0,1}¢
a set of masked accepting configurations. The set of configurations of 9t is the set Q x Z?. For
two configurations (p,x), (¢,y) € Q x Z% and a letter a € ¥ we write (p,x) 2o (¢,y) if
q = 6(p, a, mask(zx)), and y = u(a)(z). For a word w € X* and configurations ¢,d € Q x Z* we
also write ¢ —gy d if there are a1,as,...,ay € 3 and configurations cg, c1,...,¢p € @ X 7% with
W=aias---ag o =c,co =d,and ¢;_1 —sgn ¢; forall 1 <i < . Awordw € ©* is accepted by
N iff there is a configuration (¢, ) € Q x Z? with (go, 0) ~>en (¢, ) with (¢, mask(x)) € F. By
L(91) we denote the set of all accepted words of 91.

Lemma 12. If L. C X* is permutation-invariant and accepted by a simplified multicounter machine.
Then the Parikh image of L is semilinear:

Proof sketch. Suppose ¥ = {a1,...,a,,}. Note that since L is permutation closed, it has the same
Parikh image as K = L Naj ---a},. Moreover, K is also accepted by some simplified multicounter
machine: Checking that the input belongs to aj - - - a}, can be done in the state. Now note that in
a simplified multicounter machine, since every counter update depends only on the input letter, a
simplified multicounter machine for the language K is necessarily reversal-bounded: This means,
over the course of the run, each counter switches between incrementing, decrementing and zero-
testing at most m — 1 times. However, it is a well-known result in automata theory that counter
machines with reversal-bounded counters have semilinear Parikh images [22, Theorem 2.3]. O
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We would like to stress that the assumption of being permutation-invariant is crucial in Lemma 12 is
crucial: Without it, simplified multi-counter machines can accept non-semilinear languages.

For example, take the language
L= {a"((be)" (de)")" " | n,m € N,m,n > 2}.

Then L is accepted by a simplified multi-counter machine: It counts up its first counter while reading
a’s and thus stores n in it. Upon reading b, it decrements the first counter, and c increments the
second counter. Thus, after reading (bc)™, the first counter is empty and the second counter holds n.
Then, d decrements the second counter, and e increments the first. Thus, after reading (de)”, we are
back at holding n in the first counter (and the second being empty). Finally, f just decrements the
first counter.

However, the language L does not have a semilinear Parikh image: Projecting away the components
of the letters a, f yields the set of vectors

S ={(b,c,d,e) eN*|Im,neN: m,n>2, b=c=d=e=4mn},

where b, ¢, d, e are the entries corresponding to b, c, d, e, resp. However, S is not semilinear: If we
project to one of the components, we obtain the set {4mn | m,n > 2}. If the latter were definable
in Presburger arithmetic, then so would {mn | m,n > 2}, but this is the set of composite numbers,
which cannot be semilinear.

Thus, we observe:

Proposition 13. There is a simplified multi-counter machine that accepts a non-semilinear language.

A.2 Permutation-invariant languages of LTL with counting

LTL[Count] has the following syntax:
pu=alt<t|-¢|oVeé|Xe|pUs
— —
to=k|k-#o|k-#o|t+1

where ¢ € ¥ and k € Z. Next we define the semantics of LTL[Count]. For any word w =
ajas - -ap € ¥* with aq, a9, ...,a; € X, for each 1 < ¢ < ¢, and each formula ¢ € LTL[Count]
we write w, i = ¢ if the formula ¢ is satisfied in w at position ¢. Formally, this relation is defined
inductively as follows:

* w,i =a(fora € X)iff a; = a,

.« w,il= - iffw,i ¢,

cw,iEoVYiffw,i | ¢orw, i,

cw,iEXgiffi <landw,i+ 1 ¢,

s w,i = ¢ Uiffthereisi < j < k withw,j = and forall i < k < j we have w, k = ¢,

s w,i =t < toiff [61](w,4) < [to](w, ) where the semantics [¢]: * x N — Z of
atermt is defined as follows: [k](w,i) = k, [t1 + ta](w,7) = [t1](w, 1) + [t2] (w, i),
k- %8l =k-[{1<j<ilwjl o} and[k-#] =k-[{i <j<t|wjE s}

Our main result on LTL[Count] is the following:

Theorem 14. Every permutation-invariant language definable in LTL[Count] has a semilinear Parikh
image.

Before we can prove Theorem 14, we need a few more definitions. For an alphabet X write > for
the set ¥ U {e¢}. A (d-dimensional) Parikh automaton is a tuple 2 = (Q, X, ¢, A, (Cy)qeq) where
Q is a finite set of states, ¥ is the input alphabet, . € @ is an initial state, A C Q x . x N? x Q
is a finite transition relation, and C,; C N are semilinear target sets. A word w € X* is accepted
by 2l if there are aq,as,...,as € X, states qo, q1,--.,q¢ € Q, and vectors vy, v1,...,Vs € N¢
such that (i) ¢go = ¢ and vy = 0, (ii) for each 0 < i < / there is a transition (g;, a;, T;, ¢;+1) € A
with v, 41 = v; + ;, and (iii) v, € C,,. The accepted language L(2) of 2 is the set of all words
accepted by 2. It is a well-known fact that for each Parikh automaton 2( the accepted language L(2l)
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has a semilinear Parikh image. Observe that O-dimensional Parikh automata are essentially NFA and,
hence, accept exactly the regular languages.

A Parikh transducer is a Parikh automaton with input alphabet >, x I'. where ¥ and I" are two
alphabets. The accepted language L(2() C X* x I'* of a Parikh transducer can also be seen as a
map: if (v, w) € L(2A) then we can see v as the input and w as the output of the transducer. Formally,
for an input language L C ¥* a Parikh transducer computes the output Ty (L) = {w € T* | v €
L: (v,w) € L(2)}. If L is accepted by a Parikh automaton then Ty((L) is also accepted by a Parikh
automaton. To see this, we can take the synchronized product of the Parikh automaton ‘B accepting
L and 2 (i.e., *B reads the same letter from the input as 2{ in its first component). Accordingly,
cascading of Parikh transducers is also possible, i.e., if 2 and B are Parikh transducers over ¥, x I'.
and I'; x II., we can also construct a Parikh transducer € over . x II. computing T = T o Ty.

With the definition of Parikh automata and Parikh transducers we are no able to prove Theorem 14.

Proof. Let ¢ € LTL[Count] be a formula such that the described language L(¢) is permutation-
invariant. We will prove by induction on the structure of ¢ that the Parikh image of L(¢) (or
actually a bounded subset of L(¢)) is semilinear. Here, a language L C ¥* is bounded if there are

letters a1, as,...,a, € X with L C aja3---a). So,letay,as,...,a, € X be distinct letters with
¥ ={a1,a9,...,a,}. Then L($) Najaj - - - a, is clearly bounded and has the same Parikh image
as L(¢).

For each subformula i of ¢ we construct a Parikh transducer that labels each position satisfying
1. In the base case, we decorate each letter a by b € {0, 1}" where b[i] = 1 iff a; = a. Note that
this transducer handles all atomic formulas a € X at once. For ¥» = x1 V x2 we add the decoration
b € {0,1} to each letter where b = 1 iff one of the decorations corresponding to y; and 2 is 1.
There are similar transducers (which do not introduce counters) for the cases ¥ = —x, ¥ = X x, and
1 = x1 U x2. Note that applying these transducers to a bounded language always yields another
bounded language.

Now, consider a counting subformula, i.e. 1) = 251:1 ki - %E—XZ + 252:41 e #é—xi < k. Observe
that the set of positions satisfying 1 is convex in the set of positions satisfying any x;. This is true
since we consider only a bounded input language. Hence, we can split the input word into three
(possibly empty) intervals: (i) the positions at the beginning of the input that do not satisfy v, (ii)
the positions where all positions satisfying a y; also satisfy 1, and (iii) the positions at the end of
the input that do not satisfy 1. We describe in the following a Parikh transducer with 3 - ¢ many
counters - one for each of these three intervals and each formula ;. The transducer guesses the three
intervals (note that this is non-deterministic), counts positions satisfying a y; accordingly, decorates
only the positions in the second interval labeled with a x; with 1 (and everything else with a 0), and
validates in the end our choice of the intervals (via appropriate semilinear target sets ensuring that
the equation in ¢ is not satisfied in the first and third interval and is satisfied in the second interval).
Clearly, this all can be done in one (non-deterministic) Parikh transducer.

Finally, we have a cascade of (Parikh) transducers decorating each position in a bounded input word
with a Boolean value indicating whether ¢ holds in that position. If we use aja3 - --a} as input
language for our transducers (note that this language is regular) and intersect the output with all
words decorated with a 1 in the first position, we obtain a Parikh automaton accepting exactly the
language L(¢) N afaj} - - - a’. Since Parikh automata accept only languages with semilinear Parikh
image, we infer that L(¢) Naja - - - a’ and, hence, L(¢) have a semilinear Parikh image. O

A.3 Proof that each permutation-invariant language is in TC"

We assume that ¥ = {ay,...,a;}. Using majority gates, one can turn a given string w into a
Parikh-equivalent word w’ € af - - - a}, i.e., ¥(w) = ¥(w’). This essentially amounts to performing
counting using TC circuits (see Section 1.4.3 of [43]). Now, observe that there are at most poly(n)
many strings in aj - - - aj, of length n. Indeed, each such string corresponds to an ordered integer
partition of n into k parts, and there are precisely (”‘gf;l) = O(n*) many of them [41, Chapter 13].
Each such string can then be treated separately using ACP circuits.
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B Omitted proofs from Section 4

B.1 Closure under union and intersection

Lemma 15. NoPE-AHAT is closed under union and intersection.

Proof. Let Ty, Tp € NoPE-AHAT, each with k4 and kp layers, both operating over the same
alphabet ¥ and employing the endmarker . We outline the straightforward construction of 745,
which represents the union of the languages accepted by T4 and T'5.

Let ty : X U {$} — Q™ denote the embedding of T4 and t5 : ¥ U {$} — Q™ represent the
embedding of T'’5. Then, T4 uses the embedding defined by ¢(a) = ¢a(a) || t(a), where || stands
for the concatenation of vectors, implying that ¢4 (a) is placed atop ¢z (a). Subsequently, Taup
operates as follows: initially, it simulates 74 on the first m dimensions of each vector +(a) while
carrying the remaining n dimensions through. This is accomplished by employing the k 4 layers of
T4, where the query and key matrices are augmented with all-zero rows and columns in dimensions
exceeding m. The value matrices of T4 are extended with identity rows and columns, and we exploit
the residual connections in the ReLU networks of an attention layer. Apart from these modifications,
T4 remains unchanged. Thereafter, 74,5 simulates Tz on the latter n dimensions using its kp
layers, adjusted similarly. Consequently, for all inputs w$, the vector y related to the endmarker $
produced in layer k4 + kp before the ReLU network application is assumed to be given by y4 || yz,
where y 4 is the corresponding vector produced by T4 after layer k 4 but without application of ReLU
network NV, and yp is the vector produced by T after layer k5, but without application of ReLU
network A, . Finally, we use the ReLU network representing (NVy, )1 + (N, )1 in layer ka + kp,
which denotes the sum of the first output dimensions of the final ReLU networks of T4 and T'5,
respectively.

For the case of T4, the NoPE-AHAT recognising the intersection of the languages accepted by
T4 and T, we employ the same construction. However, we use the final ReLU network computing
min((Ng, )1, (N, )1) as the overall output of T4 5. Note that min(z,y) = y — max(0,y — ),
meaning it can be realised by ReLU networks. O

C Omitted proofs from Section 5

C.1 Capturing recursively enumerable languages

In this subsection, we prove Theorem 3.  The inclusions Proj(NoPE-AHAT[<2]) C
Proj(NoPE-AHAT) C RE N PI are obvious: Given an NoPE-AHAT, one can clearly decide the
membership problem—just run the AHAT. Thus, the languages in NoPE-AHAT are decidable, and
hence their projections are recursively enumerable. They are also clearly permutation-invariant, hence
contained in RE N PI. Thus, it remains to show the inclusion RE N PI C Proj(NoPE-AHAT[< 2]).

Our proof relies on the fact that RE N PI is precisely the set of projections of solution sets of
Diophantine equation systems. The following is a direct consequence of the “MRDP theorem” (also
known as the undecidability of integer Diophantine equations) due to Matiyasevich, Robinson, Davis,
and Putnam [25]:

Theorem 16. Let X = {ay,...,a,,}. A language L C ¥* belongs to RE N Pl if and only if there is
a k € Nand a polynomial p € Z[ X1, ..., Xptr] such that L = 7, A, (K), where

.

K ={we{a,...,amtx}" | p(¥(w)) = 0}.

Because of this, it suffices to show that every language K as in Theorem 16 belongs to
Proj(NoPE-AHAT[< 2]): Indeed, if K belongs to Proj(NoPE-AHAT[< 2]), then L belongs to
Proj(NoPE-AHAT[< 2]).

Systems of quadratic inequalities The first step in our construction is to observe every language K
as in Theorem 16 can also be defined by quadratic inequalities, if we allow several of them. Formally,
a simple quadratic polynomial is a polynomial of the form aW X + bY + c¢Z 4+ d, where W, X, Y, Z
are pairwise distinct variables, and a, b, ¢, d € Z.
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Lemma 17. For every polynomial p € Z[X1, ..., Xn], there are k,t € N and simple quadratic
polynomials q1, . .., qm € Z[X1, ..., Xim+k| such that for every & € N™, we have p(x) = 0 if and
only if there is a y € N¥ with q;(x,y) < 0 for every i € [1,1].

Proof. First, observe that it suffices to prove the lemma to reduce to equations, i.e. “q;(x,y) =
0”, because such an equation can be turned into inequalities by requiring ¢;(x,y) — 1 < 0 and
—qi(®,y) —1 <0.

Given the polynomial p € Z[Xy,...,X;,], we write p = M; + -+ + M, with monomials
My, ..., M,. We introduce variables Yy, Y1,...,Y,, Zy,..., Z, and equations Y, = 1, Zy = 0, and
M; =Y;and Z; = Z;_1 + YY; fori € [1,7], and Z, = 0. Thus, we now have a set of equations
that are either already simple quadratic, or of the form Y = M, where M is a monomial.

To express Y = M for a monomial M, suppose the monomial M is M = aZ; - - - Z, for variables

Z1,...,Z,and a € Z. Then, we introduce variables Y7, ..., Y, and equations Yy = a, Y; = Y;_17;,
fori € [1,7], and Y = Z,.. Now, all equations are clearly of the form ¢; = 0, where ¢; is simple
quadratic. [

Because of Lemma 17, it suffices to prove the following:

Proposition 18. Let q1,...,q¢ € Z[X1,...,Xm] be simple quadratic polynomials. Then
the language M = {w € {ai,...,an}* | ¢(¥(w)) < 0 foreachi € [1,t]} belongs to
Proj(NoPE-AHATI 2]).

Suppose we are given ¢ inqualities over the set ¥ = {X}, ..., X,,, } of variables. Our input alphabet
is ¥ = {a1,...,asb1,...,by . Moreover, we have a special endmarker symbol $. Intuitively,
a vector € N is represented by an input word where a; occurs exactly x[i] times, and each b;
occurs exactly once. Intuitively, the role of the letters b; is that during the run of the transformer, the
(unique) occurrence of b; will evaluate the ¢-th inequality. Then clearly, a projection map that deletes
all occurrences of by, ..., b,, will yield exactly the desired language M.

Each input leter is encoded into an (¢ + m + 1)-dimensional vector, where a; — e;, b; — e;4;, and
$— erym+1. Here e ; 1s the vector with 1 in coordinate j and O everywhere else.

Stage I: Computing frequencies using attention Given an input w$ = wp- - wpi1,
Wi, ..., Wy € X, Wpe1 = 3, we denote n = |w|. Thus, each layer processes n + 1 vectors. Let
x; := |wly, for each ¢ € [1,m]. In the beginning, we use an attention layer where each position com-
putes the average over all positions. In the average vector, we thus obtain |w|,, /(n+1) = 2;/(n+1)
in component ¢; and |wly, /(n + 1) in component m + 4; and 1/(n + 1) in component m + ¢ + 1. In
each position, we keep this average vectors in new components.

After this, each vector has dimension (m + ¢ + 1) + (m + ¢t + 1). We write the vector at position
p € [1,n + 1] as (uy, f), where u,, is the original input vector, and f € Q™! is the vector of
frequencies. Note that the frequency vector is the same at every position.

Stage II: Collecting factors Using RelLU layers, we expand every vector by additional m + 1
components. These new vectors v, € Q™! hold the following:

1. In positions p with w,, € {as,...,a;,$}, we have v, = 0.

2. In positions p with w, = b, (equivalently, w,[t + ] = 1): If the i-th inequality is a X; X}, +
bX¢+cXp+d < 0, then we have vy, [j] = axi/(n+1), vp[t+1] = (bxe+cxp+d)/(n+1);
all other components of v,, are zero.

We achieve this with separate ReLU neural network for each 7. Here, if the i-th inequality is
aX; Xy + bXy + cXjp + d < 0, then the i-th ReLU neural network will compute in position p the
vector w; , with

il = wplt + il - S = wlt 4] af K], @)
w; plt + 1] = wyt +1] W = wyt +1] - (0F (0] + cf[h] + dffm+t+1]),  (3)
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and w; j, is zero in all other components. Note that if we manage to compute each w; ,, then the
desired vectors v, can be obtained as wy , + - - - + Wy, . Thus, it suffices to compute each w; ,
using a ReLU neural network. Here, the only difficulty is to compute the products w,[r] - f[s] for
some indices 7, s € [0,t + m + 1]. By exploiting that u,[r] € {0,1} and f[s] € [0, 1], this can be
done using ReLLU applications, since then

up[r] - fs] = ReLU(f[s] = (1 — u[r])).

Indeed, if u,[r] = 1, this expression evaluates to f[s]. And if u,[r] = 0, then this expression
evaluates to ReLU(f[s] — 1) = 0.

Now each vector has dimension (m +t+1) + (m+t+1) + (m+1). We write the vector at position
p € [1,n+1] as (up, f,vp).
Stage III: Quadratic polynomials as scores We now use an attention layer where each quantity

az;Ty +bxe + cxp +d
(n+1)2 ’

for some inequality a X ; X} + bX, + cX}, +d < 0, is computed as a score. To this end, we use affine
key and query maps K, Q: Q2(m+t+1)+(m+1) _y @m+1 where

K(“’p?f?vp) = (%7 cet nwjflv nil) ) Q(upv.favp) = U;D'

Note that then for positions p, ¢ € [1,n + 1], we have

LI w, € {ap,...,an,$}, then Q(uy f,v) = v, = 0, and thus
<K(up7.favp)7Q(U'Q7favq)> = 0
2. If wy = b;, and the i-th inequality is a.X; X}, + bX, 4+ cX}, + d < 0, then we have

(K (up, f,v,), Qug, f,v,)) = <(n"”+1 U #1) ,vq>

z; axy 1 bx¢+cx, +d axjxi 4+ bxy +crp +d
n+l n+l n+1 n+1 (n+1)2

Thus, if the ¢-th inequality is violated, then an occurrence of b; will yield a score > 0. If all
inequalities are satisfied, an occurrence of b; will yield a negative score.

Moreover, the value map V : Q2(m+t+D+(m+1) 5  is defined so that

1. ifw, € {a1,...,am, 3}, then V(u,, f,v,) =0, and
2. ifwy, € {b1,...,b}, then V(u,, f,v,) = 1.

Thus, as soon as there is an occurrence of b; and the i-th inequality is violated, the value 1 participates
in the average, and thus the average becomes positive; even > ﬁ However, if all inequalities are
satisfied, then none of the positions with letters x; maximize the score, and thus the average value is
exactly 0.

We keep this average in a new component. Thus, all vectors are of the form (u,, f, v,, g), where
g € Q is the computed average. Note that the average is the same in every position.

Stage I'V: Check all conditions We now use ReLU layers to check all conditions. Note that our
input corresponds to a solution if and only if the following conditions are met:

1. g < 0; which is the case iff g < n%rl
2. there is exactly one occurrence of each b;, i.e. f,[m + 1] = n%rl

Therefore, we compute using ReLLU layers the quantity

yo= g =9 = 1fm 1= gl = = I 1) - g

Here, note that since |z| = ReLU(z) + ReLU(—z), we can compute absolute values. Moreover,
since $ occurs exactly once, we have ﬁ available, since f[m +t+ 1] = n%_l
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Now observe that if our input is a solution, then g = 0 and f[m + i] = n—H ori € [1,¢], and thus

y = n—H If our input is not a SO]U.thIl (or some letter b; occurs not exactly once), then at least one
of the terms g, | fm + 4] — | will be > and thus y < 0. Therefore, we have y’ > 0 if and

only if out input encodes a solution.

n+1’

C.2 Onelayer NoPE-AHAT
Theorem 6. NoPE-AHAT[< 1] = QFPA.

Proof of Theorem 6. We begin by proving that NoPE-AHAT[< 1] C QFPA. Let T be an AHAT
with input embedding ¢« : ¥ U {$} — Q¢, a single AHA layer X utilising affine maps Q, K € Qm*¢,
V € QF*4, given as matrices, and the ReLU network A/ : Q4*+* — Q¢°. Our goal is to construct a
quantifier-free PA formula ¢ with variables x; fori € {1,...,|%|} such that U= ([¢]) = {w €
¥* | T accepts w$}. In the following, we assume ¥ = {a1, ..., an, } and denote X U {$} by X'

First, we observe that for all words w € ¥.*, the output of T" given w$ is computed by

1
N | u$), w$|e, Vila;,) |,
S ey D luSla,, Vilas)
7j=1
where I' = {a;,,...,a;, } € ¥ is exactly the subset of symbols a;; occurring in w$ that maximise

(Qu(ag; ), Ku(8)). We construct o such that it mirrors exactly this computational structure. We
have o7 = \/.cy ¢or, where \/ ranges over those subsets I' where (Qt(a;; ), K'¢($)) is maximal for
precisely the a;; € I'. The subformula r is defined as follows. For now, we assume that $ ¢ T" and
introduce some auxiliary formulas. Throughout the following construction steps, we assume that
atomic formulas are normalised to the form ¢c;z1 + - - - + ¢z, < b.

Given the ReLU network A, it is straightforward to construct a quantifier-free PA formula ¢
such that [oV] exactly includes those z1,..., 241, € NOTF satisfying N(z1, ..., z41%)1 > 0,
where A/(+); denotes the first output dimension of NV. The key idea here is that the computation
of a single ReL.U node v(z1, ..., Tq1k) = y, with weights ¢; and bias b of V, is described by the
quantiﬁer—free PA formula: (c1z1+- -+ CarkTatk +b < OAN0 =y)V(crxz1 4+ -+ CapkTayr +0 >
OANcixy + -+ 4 CqrkTarr + b = y). Then, by nesting this construction iteratively from the last
layer to the ﬁrst layer of AV, and finally replacing = y with > 0 in the atomic formulas related to the
first output d1men510n of NV, we achieve the construction of g@ . This nesting and replacement also
ensures that " includes only the variables 1, . . s Ttk

Let I' C ¥ such that I' = {a,,...,a;, }. Consider the ReLU network N, the value matrix V,
and the embedding ¢. We construct a quantifier-free PA formula <pjr\/’v such that [[gojrv ’Vﬂ exactly

includes those (z;,, . . xih) € N satisfying V'(+($), ﬁ Z? 123, Vi(ag,;))1 > 0. To do

s0, we adjust the formula "V as descrlbed in the following. To account for the fixed input ¢($), we
replace each occurrence of 1 to x4 in ga by the respective entry of ¢($). Furthermore, to handle

1 h
the specific form of the input T e > j=1Ti;Vi(ai,), we first replace each occurrence of zq4,

with [ € {1,..., k} in the already modified ¢V by:
(vne(ai )1+ - +vatai )a) i, + -+ (neai ) + -+ + vige(ai, )a) i, »
where v,; are the respective entries of V. Lastly, we replace each atomic constraint cix;, + --- +

cn%i, < bin the adjusted formula with (¢; — b)z;, + - + (cn — b)x;, < 0 to adjust for the factor

1 . .
. present in the input.

N,V NVL

. If $ € T, we adjust ¢
we replace the variable x;, with the constant 1 in gojrv VL. Given this construction, it is clear that

U~ [er]) = {w € B | T accepts w$}, as ¢ mimics the computation of T for all possible
attention situations I'.

Now, we define ¢r as ¢ slightly. Assuming $ = a;; € T,

Next, let ¢ be a quantifier-free PA with m variables z, and k atomic subformulas ¢;; 21 + --- +
CimTm < b;. We assume, without loss of generality, that all negations — occur in front of atomic
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subformulas. As before, but the other way, we construct AHAT T, with a single attention layer such
that U ([¢]) = {w € {a1,...,am}* | T, accepts w$}. To ease notation, we write vectors as row
vectors in the following.

First, we observe the following: there is o, € QQ with o, > 0 such that for all atomic subformulas
Y = cj1x1 + - + ¢jmTm < by of p and all z € N that do not satisfy ¢, the inequality
11 + -+ + emTm — by > 0, holds. This follows from the fact that all possible solutions are from
N™ and that there are only finitely many different atomic subformulas in ¢. Now, the embedding
v X U{$} — {0,1}+*F1 for T, is defined by ¢(a;) = (0,...,0,1,0,...,0), where the 1 is
located at the ith position, and ¢($) = (0,...,0,b1,..., by, 0,). Both the query and key matrices, Q
and K, are zero matrices of dimension (m + k + 1) x 1. Note that this configuration ensures that
(Qx', Kx) = 0 for all pairs of vectors «, «’. The value matrix V' is simply the identity matrix of
dimensionality (m-+k+1) x (m+k+1). Overall, this ensures that, given a word w$ of length n, that

a,,, denoting the attention vector computed for $ is given by %(|w|a1 soes|Wlan,, b1, be, 04).

Next, we construct the final FNN A,,. The key idea is that N, when given the input
(u($), L|wlays- - ., 2bk, 2o,,), satisfies N, (-); > 0 if and only if (|w|a,, . .., [w]a,, ) is a solution to
. Indeed, the inputs +($) are not needed, and thus, we assume N weights these respective inputs with
zero. Therefore, we consider only the expression N, (y1, . . ., Ym+k+1) from here on. We construct
N, inductively over the structure of ¢.

Consider the case ¢ = ¢;121 + - - - + Cjm@m < b;. Then, N, is given by a single node v computing
(Y1, Ympk) = MAX(0, Ymtkt1—(Cj191+ - -+CjmYm—Ym+;)). Correctness is straightforward,
as this essentially computes max(0, (0, — (cj1|w|a; + -+ + ¢jm|wla,, — b;))). Given what
we observed for oy, we have that N,(-) > 0 if and only if (Jw|a,,...,|wls,,) is a solution of
c1Z1 + -+ + Cim&m < b;. Next, in the case of ¢ = —(¢j121 + -+ + CjmTm < b;) We simply
construct max(0, c;1y1 + - - - + CjmYm — Ym+;). We remark that in both cases we have that N,
outputs at least %og, if the condition to be checked is satisfied. Additionally, we adjust N, in these
base cases such that the output is at most %Ow adding a component computing max(Ym+k+1,Y) =
max(0, £ — Ym+k+1) + Ym-+k+1, Where  corresponds to the output of NV,,. Thus, we can assume

that N, outputs exactly %% if the condition is satisfied and O if not.

Next, consider the case ¢ = ¢ V ¢y, assuming that N, and N, are already given. Then,
N, simply computes the sum of the outputs of N, and N,,. Using the same adjustment as

above, we assume that N, is such that it outputs exactly %099 if ¢1 V 2 holds. In case that
= 1 A @2, again assuming that N, and N, are already given, the FNN N, computes the
maximum of 0 and the sum of the outputs of N,, and N,, minus ¥, +r4+1. Given that N,

and N,, each output exactly %og, if ; is satisfied, it is straightforward that IV, also outputs
exactly %Ow if and only if 1 A @2 holds. Given this construction, it is evident that T, is such that
U([e]) = {w € {ai,...,am}* | T, accepts w$}. O

D The power of NoPE without end marker

We begin with a formal definition. In the case of no end marker, we define the language of an AHAT
T over X as the set of all w € 7 with T'(w) = 1. In the case of no positional encoding, this yields
the class NoPE-AHAT "*™. Further restriction to uniform attention, uniform-or-tieless, or at most
¢ attention layers, are then captured in the classes NoPE-AHAT "*"[U], NoPE-AHAT "*™[UT], and
NoPE-AHAT ™M [< /].

D.1 Overview of results

Let us first outline our results on NoPE-AHAT without end marker.

Our proof of Theorem 3 crucially relies on the presence of an end marker. However, even without an
end marker and with two attention layers, we can still go beyond powerful formalisms. Recall that

SQRT = {w € {a,b}* | |w|a < |w\/\/§}
Theorem 19. SQRT belongs to NoPE-AHAT "™ [< 2], but is (i) not definable in LTL[Count], (ii) not

accepted by a simplified multi-counter machine, and (iv) not semilinear.
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Again, semilinear sets are exactly those sets of natural numbers that are definable in existential
Presburger arithmetic.

Perhaps surprisingly, in the absence of an end marker, decidability of the emptiness problem for
NoPE AHAT turns out to be equivalent to a major open problem in number theory: We show that it
is decidable if and only if solvability of Diophantine equations over the rationals is decidable. The
latter is a longstanding open problem [37].

Theorem 20. The emptiness problem for NoPE-AHAT "™ is equivalent to solvability of Diophantine
equations over the rationals.

Finally, even without an end marker, one-layer NoPE AHAT can still accept languages beyond
the complexity class AC’, and hence also beyond UHAT (even with positional encoding). Let
MAJ = {w € {a,b}" | |w|sa > |wl|y} be the majority language.

Theorem 21. NoPE-AHAT *"[< 1] contains MAJ, a non-regular language that does not belong to
AC’. In particular, this language is not accepted by a UHAT even with positional encoding.

The fact that MAJ is not in ACY was shown in [13, Thm. 4.3].

D.2 Expressiveness of NoPE AHAT without end marker

We now consider Theorem 19. To recognize SQRT we use that w € SQRT is equivalent to
lw|2/|w|* < §. We encode the letters by a — (1,0) and b — (0,1). In a first attention layer we
compute the frequency l\lﬂl of the letter a in w while we replace each position of letter b by 0. In a
second attention layer, we square the frequency of a in each position. In the end, we accept if this
value is < 3. To this end, we compute ¢ = 1/2 — |w|2 /|w|? and accept if and only if ¢ > 0.

Lemma 22. SQRT € NoPE-AHAT "< 2]

Proof. Let us now construct an AHAT without end marker and with two layers SQRT. To this end,
we view SQRT as

Wl _1

w2 "2 )"

We encode a by a = (1,0) € R? and b by b = (0,1) € R2. Suppose we are given as input a
non-empty string over {a, b}, with n, occurrences of a and ny, occurrences of b.

SQRT = {w € {a,b}*"

Layer 1. Computing frequencies The first layer performs the following replacement:

Na
Na+"p

b~ 0.

a ~~

Thus, we replace (i) every occurrence of a with its frequency — 7j’j’nb and (ii) every occurrence of b

with the value 0. This is done by choosing the matrices K and @ so that (Ka, Qa) = (Ka, Qb) = 1,
whereas (Kb,Qa) = 0 and (Kb, Qb) = 1, which is easy to achieve. Thus, for input positions
holding a, we take the average over all input letters, yielding the attention vector

— Na . My . — Ma Ty
v = Na+np a+ Na+np b (na+nb7 na+nb)'

For input positions holding b, we take the average just over the b positions, yielding the attention
vector b. Then, we choose a neural net V' so that N'(a, v) = ;"2 and N'(b, b) = 0 which is indeed
the replacement above.

2
Layer 2. Squaring and spreading The second layer computes the value (niinb)g on all positions.
We achieve this as follows. We choose K and @ so that for all positions ¢ and j, the value (Kv;, Qv;)
is 1, thus yielding the attention vector with left-most component
2

Na . Na _|_ Ny, . 0 n

_ 2
Natnp  Matny | Natnp (natns)?

2
We can then set up a neural net A/ that outputs (niilm on all positions.
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Finally, another neural net computes ¢ = l -

iff
(natnp)2 +71

always a rat10na1 number, but \/5 is irrational. Hence, the constructed AHAT accepts exactly the

language SQRT. O

2
(7;-7-7:1)2 in each position. Then we know that ¢ > 0
|w‘a

E < = 1ff the input word is in SQRT. Note that the case ¢t = 0 is impossible since o] is

Moreover, we show that SQRT is not semilinear. To this end, we argue that the supremum over
all ratios of one entry compared to the entry sum in a semilinear set must either be co or a rational

number; whereas for SQRT, this supremum is 1/ v/2 and hence irrational.

We make use of the concept of semilinear representations of a set S C N¢, meaning S is represented
as a UZ U; of sets U, each generated by a base vector a; € N¢ and period vectors b; ; € N¢. It is
known that such semilinear representations generate all semilinear sets (see [14, Thm. 1.3]).

Lemma 23. The Parikh image of SQRT is not semilinear.

Proof. For every vector ¢ = (z1,72) € N2\ {0}, define p(zy, x2) := 745, and foraset S C N2,
define the quantity p(S) = sup{p(x) | * € S} € RU {c0}. Now observe that if S C N x N is
semilinear, then p(.S) is oo or a rational number: Indeed, take the maximum value of p among all
base vectors and period vectors in a semilinear representation for S—this rational number is the
supremum of all p( ) with ¢ € S. However, for the Parikh image U(SQRT) of SQRT, we have

p(T(SQRT)) = f’ meaning ¥(SQRT) cannot be semilinear. O

For Theorem 21, we also begin with a sketch. The language MAJ is clearly contained in QFPA, and
thus in NoPE-AHAT[< 1] = QFPA (Theorem 6). However, the construction in Theorem 6 reveals
that if all inequalities in a given QFPA formula are homogeneous, i.e. of the form c;x1+- - - +cpxpy <
0, then the language can even be accepted without an end marker. Essentially, the end marker is used
to get access to the frequency n%rl, where n is the length of the input word; however homogeneous
inequalities can be expressed purely in terms of input letter frequencies (i.e. without n%rl), yielding
membership in NoPE-AHAT ™ [< 1].

We begin by defining homogeneous inequalities as those whiche are of the form c1x1 +- - -+ T, <
0. Let QFPA™™ denote the languages of QFPA defined by a quantifier-free PA formula where all
inequalities are homogeneous. Considering AHAT with a single layer and without a designated end
marker, the construction provided in the proof of Theorem 6 in Section C.2 applies directly to show
that QFPA"™ is captured by NoPE-AHAT "™ [< 1]. The key insight is that all constant terms b; of
all atomic subformulas of some ¢ € QFPA™™ are zero, which is respected by the embedding ¢ of
T, for each input symbol a;. We thus have:

Proposition 24. QFPA™™ C NoPE-AHAT ™*"[< 1].

This allows us to show Theorem 21:

Proof of Theorem 21. The language MAJ clearly belongs to QFPA"™™ and thus by Proposition 24,
to NoPE-AHAT ™™ [< 1]. Moreover, MAJ is well-known not to be in ACY [13, Thm. 4.3]. Since

all languages accepted by UHAT are in AC° [19], we also know that MAJ is not accepted by a
UHAT. O

D.3 The emptiness problem without an end marker

Let us begin with an intuition on Theorem 20. In the proof of Theorem 1, the presence of the end
marker allows us to assume that among the frequencies f; = |wl|a,/(n + 1)—where n is the input
length—the frequency for the end marker always holds 1/(n + 1). This frequency is used to precisely
compute the value the given polynomial, up to a factor 1/(n + 1)?, where d is the polynomial’s
degree. Without an end marker, we don’t have access to 1/(n + 1). However, we still know that
the frequencies will satisfy f; + - -- + f, = 1 and we can ensure f1,..., fn > 0. By using similar
techniques as above, we can again evaluate the given polynomial on the frequencies. This way, we
can reduce the problem of deciding whether a given polynomial p has a rational solution f1,..., f,
such that fq,..., f,, > 0and f; + -+ f,, = 1. Additionally, we argue algebraically that deciding
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whether a given polynomial has such a rational solution is as difficult as deciding whether a given
polynomial has any rational solution. The converse reduction uses ideas similar to Proposition 10.

In this subsection, we prove Theorem 20.

Reduction from Diophantine to AHATs. Suppose we are given a diophantine equation

p(x1,...,x,) = 0. First, we need another equation ¢(y1, . . . , yx) = 0 such that the initial one has a
rational solution the new one has a rational solution, satisfying y1, ...,y >0, y1 + ... +y, = 1.
Indeed, consider the following “diophantine equation”
i W Y u
p<a"'amm>03 “®
z1 (%1 Zm Um

which we transform to the polynomial form via multiplying by sufficiently large degrees of z;’s
and v;’s. On the one hand, if this diophantine equation has a rational solution with z; #,v; # 0,
the original one also has a rational solution. On the other hand, every rational number x can be
represented as 2 = £ — % for some positive y, z,u, v. Hence, if the original equation has a rational
solution, the new one has a solution where every variable is strictly positive. Moreover, we can

multiply all variables in this solution by the same constant, thus making their sum equal to 1.

Now, given a diophantine equation ¢(y1, . . ., ¥m) = 0, we construct an AHAT that accepts at least
one word if and only if the diophantine equation has a rational solution satisfying y1,...,ym > 0
and y1 + ... + Y, = 1. The input alphabet will be ¥ = {01, ..., 0,,}, where m is the number of
variables. It is enough to construct an AHAT that, given an input word w with frequences of letters
fis-++, fm,accepts wif and only if f; > 0,..., f,, > 0,and ¢(f1,..., fm) =0.

For that, we show that for any monomial in f1, ..., f,, there is an AHAT the computes the value
of this monomial in every position. The argument is by induction over the degree of the monomial.
The induction base is trivial, with 0 layers we can compute 1/ in every position. Now, take non-zero
degree monomial M. Let M = f;M;, where fj, is a variable and M is a monomial of smaller
degree. By the induction hypothesis, there exists an AHAT the computes M in every position. Using
a ReLU network, we can compute a sequence

o; = ]I{wi = O'k}Ml.
Indeed, utilizing the fact that the absolute value of M; does not exceed 1, we can write:
o = ReLU(M1 — ]I{’LUZ‘ 7é O'k})

Taking the average of «;, we obtain M; times the frequency of the letter o, that is fy M7 = M, as
required.

In this way, we can calculate fi - ... - f,, and ¢*(f1,..., fm) in every position. We have to accept
the word if the first quantity is strictly positive and the second one is not positive.

To do this, we prove the following lemma: there is an AHAT that, given a number z, bounded by
an absolute constant C in the absolute value, output 1 if x > 0 and 0 otherwise. We apply it first
tox = fi...fn and then to z = ¢>(f1,..., fm), and accept if and only of the first output minus
second output > 1/2. We can bound the absolute value of ¢*(f1,. .., fm) computably because this
is a fixed polynomial, taken on inputs, not exceeding 1 in the absolute value.

Finally, we prove the lemma. First, having x, we can compute y = ReLU (), and it remains to
distinguish the case y is strictly positive from the case y is 0. For any input letter o, we can then
compute the sequence:

a; =H{w; = o}ty = ReLU(y — C - {w; # o}).

We can then consider an attention which is for position  is equal to a;. If y > 0, this will give us a
uniform distribution over positions with o, and if y = 0, this will give us the uniform distribution
over all position. Taking the average over the indicator sequence I{w; = o}, we obtain 1 in the first
case and f; in the second case. Doing this for all input letters and summing the results, we obtain
some quantity z which is m if y > 0 and 1 if y = 0, and it remains to output ReLU (z — (m — 1)),

Reduction from AHATS to Diophantine. For a given AHAT we construct a disjunction of systems
of diophantine equations and inequalities such that, this AHAT accepts a given word w = w; ... wy,
if and only if frequences of letter in this word satisfy one of the systems.
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Why is this enough? We can check feasibility of every system separately. Now, how to reduce a
system of diophantine equations and inequalities to a single equation? If there are just equalities,
this is easy using sum of squares of equations. Now, inequalities can be dealt with thanks to the
Lagrange’s four-square theorem, implying that every non-negative rational number can be written
as the sum of 4 squares of rationals. That is, we replace every inequality p > 0 into equality
p = 22 + 4% + 22 + w? for fresh variables z, y, z, w. A strict inequality p > 0 can be simulated by
(I+z24+y?+224+w)p=1+a?>+b*>+c* +d2

Next, observe that the value of a token in an AHAT without positional encoding determined by the

input letter (there is no way we can distinguish two tokens with the same input letter). Thus, we
can define a:t(f), the value in a token with input letter o € X after ¢ layers. The values, keys, and
queries at this level are linear functions of :c((,e). The outcome of the layer is determined by finitely

many comparisons of expressions of the form k,(fl) q((,i). Under any fixations of the results of these

comparisons, attention vectors a((f) become polynomials of sz) and fractions of the letter. Indeed,

for each letter o € X there is an argmax set S C X such that:

> nfol?
o) = %€
> nfs
sesS

and n, input lenght, cancels out. Then we pass a,(f) + x‘(,e) to a fixed neural net V', where under fixing

results of comparisions of neurons, everything is linear.

As a result, we partition the whole space of possible values of variables into finitely many systems of
polynomial inequalities such that for each system, values of tokens are fixed polynomial expressions.
It remains to add to each system a statement that the first coordinate of the last token is positive.
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