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Abstract
Differentiable rendering is widely used in emerging applica-

tions that represent any 3D scene as a model trained using

gradient descent from 2D images. Recent works (e.g., 3D

Gaussian Splatting) use rasterization to enable rendering

photo-realistic imagery at high speeds from these learned

3D models. These rasterization-based differentiable render-

ing methods have been demonstrated to be very promising,

providing state-of-art quality for various important tasks.

However, training a model to represent a scene is still time-

consuming even on powerful GPUs. In this work, we observe

that the gradient computation step during model training is

a significant bottleneck due to the large number of atomic
operations. These atomics overwhelm the atomic units in the

L2 cache of GPUs, causing long stalls.

To address this, we leverage the observations that dur-

ing gradient computation: (1) for most warps, all threads

atomically update the same memory locations; and (2) warps

generate varying amount of atomic traffic. We propose ARC,

a primitive that accelerates atomic operations based on two

key ideas: First, we enable warp-level reduction at the GPU
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cores using registers to leverage the locality in intra-warp

atomic updates. Second, we distribute atomic computation

between the cores and the L2 atomic units to increase the

throughput of atomic computation. We propose two imple-

mentations of ARC: ARC-HW, a hardware-based approach

and ARC-SW, a software-only approach. We demonstrate

significant speedups with ARC of 2.6× on average (up to

5.7×) for widely used differentiable rendering workloads.

CCS Concepts: • Computer systems organization→ Ar-
chitectures; • Computing methodologies→ Rendering;
Machine learning.
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1 Introduction
Learned 3D scene representations have been a fast-advancing

field in recent years. For example, Neural Radiance Fields

(NeRFs) [22, 23, 28, 43, 50, 73, 76, 79, 93, 95, 110] and 3D

Gaussian Splatting (3DGS) [26, 36, 46, 54–57, 71, 72, 74, 90,

96, 100, 101, 103, 105–107, 109, 114, 115] have demonstrated

new capabilities with applications in many domains includ-

ing entertainment, health care, robotics, and AR/VR. These

3D scene representations comprise learned parameters and
provide state-of-art quality in scene reconstruction, among
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many other advantages, compared to traditional explicit rep-

resentations (e.g., meshes and point clouds). They have thus

emerged as a transformative representation of 3D visual

data, leading to high interest in the computer graphics and

robotics communities.

Differentiable rendering is a key technique in 3D scene

representations that leverages machine learning to solve

fundamental tasks in computer graphics, such as scene re-

construction [55, 76] (deriving a 3D scene representation),

and inverse rendering [80, 81] (estimating the shape, texture,

lighting, and material of 3D objects) from a set of captured

reference images. These tasks are fundamental to many im-

portant applications [97], such as photogrammetry, 3D mod-

eling and scanning, 3D model creation tools, game engines,

and AR/VR applications. With differentiable rendering, these

tasks are formulated as a learning problem that can be solved

using gradient descent-based optimization techniques.

NeRF [22, 23, 28, 43, 50, 73, 76, 79, 93, 95, 110] is a popu-

lar differentiable rendering technique where each scene is

represented as a set of learned parameters/neural networks.

These neural parameters are trained with gradient-based op-

timization to minimize the difference between ground truth

images and rendered images from the NeRF model. The suc-

cess of this approach has led to the development of several

specialized frameworks/libraries for differentiable render-

ing [52, 63, 81, 83], native support for differentiable rendering

in GPUs [21, 49], and accelerators for NeRF-based rendering

and training [66, 67, 69, 77, 102]. NeRFs, however, use ray

marching, which can be inefficient in rendering images.

More recent advancements in differentiable rendering

over NeRFs are approaches such as 3DGS [26, 36, 46, 54–

57, 71, 72, 74, 90, 96, 100, 101, 103, 105–107, 109, 114, 115]

that leverage the high-speed rasterization pipeline [20] in-

stead of ray marching. Rasterization requires the scene to

be represented as a set of geometric primitives (i.e., meshes,

triangles, points) in 3D space which can be rendered as 2D

images at high speeds. Differentiable rendering with rasteri-

zation involves learning these primitives using similar gradi-

ent descent-based training. This approach [41, 55, 64, 80, 87]

has demonstrated state-of-the-art capability in producing

high-quality scene reconstructions at high speeds. 3DGS rep-

resents the scene with 3D Gaussian densities as its primitives

and uses an efficient rasterizer [55] to render images.

The raster-based pipeline enables high-speed rendering

(i.e. the forward pass). However, training raster-based mod-

els is still much slower compared to rendering. Training

involves a forward pass (rendering an image), loss computa-

tion, gradient computation, and applying gradient updates

to these learned parameters. A new model has to be trained

for each individual scene. We perform a detailed performance

analysis of training and find that the gradient computation

step of the backward pass is a significant bottleneck. For

example, in 3DGS workloads (see §6 for details), the gradient

computation kernel takes on average 51.9% (up to 65.8%) of

the overall training time on the NVIDIA RTX 4090 GPU (§3).

Our analysis shows that this bottleneck is primarily caused

by a large number of atomic operations that accumulate gra-

dients for the trained parameters. During gradient computa-

tion, each thread is associated with one pixel. The gradients

for all primitives associated with the pixel are computed and

accumulated. These gradient updates are performed using

atomic operations, since multiple threads may update the

same parameters. This leads to a massive number of atomic

operations launched by each thread. These atomic opera-

tions cause significant contention at the atomic units in the

L2 memory subpartitions (ROP units), causing long stalls at

the streaming multiprocessors (SMs) (§3.2).

Our goal in this work is to accelerate raster-based dif-

ferentiable rendering applications by accelerating atomic

operations that constitute a significant bottleneck during

gradient computation. From our analysis of atomic opera-

tions in gradient computation, wemake two observations: (1)
Locality in intra-warp atomic updates: Threads within
a warp typically update the same parameters and thus the

same memory location. We find that over 99% of warps have

all their threads update the same memory location (§3.1).

(2) Only a subset of threads in a warp perform atomic
updates: There is significant variation in the number of

threads within each warp that make gradient updates during

gradient computation (§3.1) as some threads are made inac-

tive due to failing condition checks in the code (i.e., control

divergence). The number of threads executing atomics deter-

mines the atomic request traffic generated by the warp and

varies across warps. Prior GPU approaches [19, 30, 32, 78]

that aim to address bottlenecks due to atomic requests buffer

and aggregate atomic updates in the L1 cache/scratchpad

memory/local SRAM to reduce traffic in the interconnect

and L2 atomic units (ROP units). While these approaches

can partially alleviate atomic overheads, they do not fully

leverage the intra-warp locality in atomic updates seen in

differentiable rendering. Thus, the sheer number of atomic

requests overwhelm the load-store units before the atomics

can be aggregated at L1, making this approach less effective

for differentiable rendering workloads (See §7.1 and §8).

In this work, we introduce Adaptive Atomic ReduCtion

(ARC), a primitive that accelerates atomic updates in ap-

plications that (1) generate significantly large amounts of

atomic requests and (2) typically have most threads within

an warp performing atomic updates to the same memory

locations. ARC is based on two key ideas: (1) We leverage

intra-warp locality in atomic updates (Observation 1) to per-

form warp-level reduction at the core itself using registers.

This significantly reduces the number of atomic operations

that need to be sent to the L2 atomic units to update global

memory. (2) We dynamically distribute the atomic computa-

tion between the cores and L2 atomic units to enable high

throughput atomic updates by employing all atomic units.
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Leveraging Observation 2, warps that only generate a few

atomic updates are handled at the L2 atomic units. Warps,

where most/all threads generate atomic updates, are first

reduced at the SM using the proposed warp-level reduction.

Implementing ARC requires addressing important design

challenges (§4.1). We propose two ARC implementations:

ARC-HW. We propose a hardware-software primitive that

uses a low-overhead hardware module in the SMs to per-

form warp-level reduction using registers and leveraging the

address coalescing unit. To distribute atomic computation

between the SM and ROP units, we dynamically schedule the

atomic computations based on their utilization. ARC-HW is

exposed to the programmer using a new ISA instruction.

ARC-SW†
. This software-only approach leverages exist-

ing warp-level primitives (such as shfl) to implement warp-

level reduction at each SM sub-core. All atomic updates to

any memory location involving more than a predefined num-

ber of threads in a warp are performed at the SM, and the

others are performed at the ROP units. This predefined num-

ber is a tunable hyperparameter (the balancing threshold).
ARC-SW can be directly used in many modern GPUs, but

ARC-HW is more efficient as there are no overheads from

additional instructions, redundant computation, or control

flow; it requires less programmer intervention; and does not

rely on instructions specific to some GPUs (§4.3).

We evaluate ARC across recent widely used differentiable

rendering applications (3D Gaussian Splatting [55], NVD-

iffRec [80], Pulsar [64, 83]). With ARC-HW, we demonstrate

an average speedup of 2.1× (up to 8.6×) for gradient compu-

tation using GPGPU-SimGPU simulator [58].With ARC-SW,

we demonstrate a speedup of 1.8× on average (up to 7.2×)
for gradient computation on the simulator. On a real NVIDIA

RTX 4090 GPU, we demonstrate a speedup of 2.6× on aver-

age (up to 5.7×) on gradient computation, and an average

end-to-end speedup of 1.4× (up to 2.4×). Our contributions
are summarized as follows:

• This is the first work to perform a performance charac-

terization of an important workload, rasterization-based

differential rendering for 3D visual data including Gaussian

Splatting, and identify atomic updates as a key bottleneck.

• We introduce ARC, a primitive to accelerate atomic compu-

tations in GPUs for raster-based differentiable rendering.

• Wepropose two implementations: ARC-HW, a low-overhead

hardware atomic reduction framework, and ARC-SW, a

SW-only implementation. We open source ARC-SW [12],

which can be directly used to obtain significant speedups

in raster-based differentiable rendering workloads.

• We evaluate ARC on both real hardware and using a simula-

tor and demonstrate significant speedups for widely-used

differentiable rendering applications.

†
The open-source code repository for ARC-SW is publicly available at

https://github.com/Accelsnow/gaussian-splatting-distwar, along with the

extended original technical report [37].

2 Background
2.1 Atomic Processing in GPUs
Figure 1 shows a Streaming Multiprocessor (SM) of a GPU [3,

5, 6]. Each SM consists of multiple sub-cores 1 with its own

warp scheduler, register file, and execution units. Each sub-

core sends local, global, and atomic memory requests to the

MIO (Memory I/O Unit), which interfaces with the caches

and memory subsystem through a queue [13] (sometimes

called L1 instruction queue 2 ). In this work, we refer to the

unit that dispatches requests from the sub-cores to the caches

and memory subsystem as the Load-Store Unit (LSU) (con-

sistent with NVIDIA’s NSIGHT terminology [13]). Atomic

operations sent to the LSU are issued to the memory sub-

partition 3 via the interconnect. The memory subpartition

contains compute units (known as ROP units) [5, 6, 17] that

process the atomic requests in the L2 cache. The L2 cache

is shared across all SMs [47, 89]. A large number of atomic

requests may lead to contention at the ROP units.

L1 Inst. Queue

Sub-Core

ROPs
L2 Memory 

Subpartition

SM

Sub-CoreSub-Core

MIO

L1 / Texture / Scratchpad 

LSU
ICNT ROPs

L2 Memory 
Subpartition

ROPs
L2 Memory 

Subpartition

Sub-Core 1

1

1

1

2

3

3

3

Figure 1. Atomic processing in a GPU.

2.2 Differentiable Rendering for 3D Scene
Reconstruction

Differentiable rendering is the backbone of important ap-

plications, including 3D modeling/reconstruction [48, 108],

perception in autonomous driving [104, 112], SLAM [75, 103],

AI-generated content [96], and medical imaging [70], and

provides a powerful fundamental representation for 3D data.

We describe differentiable rendering using a classic problem

in graphics: 3D scene reconstruction, which involves creating

a 3D scene representation from 2D images. 3D reconstruction

has important applications in novel view synthesis, 3D scan-

ning/modeling, and photogrammetry. With differentiable

rendering, the scene is represented using a set of parameters

(i.e., model) that are learned using gradient descent, similar

to standard deep learning training. This process of training

a model to represent a 3D scene is depicted in Figure 2.

Differentiable
Renderer

Reference 
Images

Scene (Model) 
With Learnable 

Parameters 
Loss

Forward
Backward

Figure 2. A generalized differentiable rendering training

pipeline to train a model to learn a 3D scene.
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The differentiable renderer produces 2D images of the

represented 3D scene at different viewpoints during the for-

ward pass (Figure 2). The difference between a rendered

image and its corresponding reference/ground truth image

(i.e., loss) is obtained by subtracting their RGB values. This

loss is backpropagated to calculate gradients for all model

parameters that minimize the loss using gradient descent-

based optimization (the backward pass in Figure 2). This pro-

cess is repeated for images from all viewpoints. Examples,

also referred to as implicit representations, include neural

radiance fields (NeRFs) [76] and 3D Gaussians [55]. These

models represent scenes with differentiable, compact rep-

resentations and achieve the state-of-art performance in

novel-view synthesis. The high-quality model reconstruc-

tion and rendering, even from few input images, has spurred

tremendous interest in vision and graphics communities and

these learned models have emerged as a transformative rep-

resentation for 3D scenes. These representations do have

shortcomings compared to traditional representations (e.g.,

meshes, point clouds) as they are difficult to edit, can be

computationally expensive, and learn surfaces inaccurately.

Addressing these challenges is a very active area of ongoing

research [23, 25, 39, 42, 65, 82, 100, 106].

2.3 Differentiable Rendering with Rasterization
NeRFs (neural radiance fields) are a differentiable rendering-

based representation, but use ray marching to render im-

ages in the scene. More recent advances in differentiable

rendering [55, 63, 64, 83, 87] propose to use rasterization
instead of ray marching, enabling the rendering of images

at much higher speeds. Rasterization requires the scene to

be composed of several discrete 3D geometric elements, or

primitives (e.g., triangles, points, ellipsoids). Each of these

primitives is associated with shading information (e.g., color,

opacity) and a position in space. Figure 3 depicts how these

primitives 1 (ellipsoids in this example) are rendered into

2D images 2 . Each pixel of the rendered image is thus in-

fluenced by a subset of the primitives in the scene. With

differentiable rendering, all primitives are associated with a

set of learnable parameters 3 that are trained using gradi-

ent descent. For each training iteration (i.e., one image), the

loss 4 is backpropagated 5 to compute the gradients for all

the parameters associated with each primitive 6 (only prim-

itives that influence the current image). These parameters

are updated with the computed gradients 7 , and the train-

ing iterations continue until convergence is achieved (i.e.,

the primitives are able to accurately represent the scene from

all angles). 3D Gaussian Splatting [55], a state-of-art raster-

based differentiable rendering method, models scenes with

3D Gaussians (seen as ellipsoids) as the geometric primitives.

3 Motivation
In this section, we profile important raster-based differen-

tiable rendering workloads on the NVIDIA RTX 4090 GPU

Camera & Scene

Rasterize
Shading+
Blending

Fragments Rendered Image

Loss
Primitive Parameters:

𝑷 = ቐ
 𝝁, 𝜮

𝜶 
𝒄

Gradients
𝒅𝑷

Forward
Backward

3
4

1
Backprop

2

Gradient 
Descent Step:
𝑷 ← 𝑷 −  𝒅𝑷

Gradient 
Computation

5

7

6
:3D Gaussian
: Opacity
: Color

Primitive

Figure 3. Differentiable rendering flow with rasterization.

(methodology is described in §6). Figure 4 depicts the break-

down of training time, including the forward pass (during

which an image is rendered from the model), loss calculation

(which involves computing the difference between ground

truth and rendered image), and the gradient computation

(which involves computing and updating the loss gradient

with respect to model parameters). We make the following

observations. First, we observe that on RTX 4090 on aver-

age 44% (up to 66%) of the total execution time is spent on

the gradient computation step and is thus a significant bot-

tleneck in most workloads. Second, this bottleneck is most

pronounced for workloads such as 3D-DR and 3D-PL (see §6),
taking up 65.8% and 62% of the overall runtime, respectively.

This is because DR and PL are real-world scenes that require

a large number of primitives (i.e., a large model) for accuracy.

There is a larger increase in gradient computation time with

scene size and complexity compared to the forward pass.

This is because the forward pass has more parallelism that is

extracted as the number of primitives increases, but gradient

computation is limited by atomic operations, thus becoming

a bigger bottleneck in more complex scenes.

0%

25%

50%

75%

100%

Tr
ai

ni
ng

 ti
m

e

gradient computation forward pass
loss calculation others

Figure 4. Training time breakdown on 4090 (left) and 3060

(right)

Figure 5 depicts the algorithm for the gradient computa-

tion step of differentiable rendering workloads. The input to

the gradient computation kernel is a per-pixel list of prim-

itives, where each list contains the IDs of primitives that

influence the color of the corresponding pixel (discussed

in §2.3). Each thread (one per pixel) iterates through a list

of its associated primitives (line 2, 3). Several intermediate

conditions (like 𝑐𝑜𝑛𝑑1, 𝑐𝑜𝑛𝑑2 in lines 5 and 9) determine if

the current thread contributes to each primitive’s gradients.

Each thread then computes the gradient contribution of the

primitive’s parameters (𝑔𝑟𝑎𝑑𝑡𝑥1, 𝑔𝑟𝑎𝑑𝑡𝑥2, ...). Finally, each
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thread atomically adds its gradient contributions to the prim-

itive’s parameters (shown in lines 12-14).

1: function GradComputation(prims_per_thread)

2: 𝑡𝑖𝑑 ← 𝑡ℎ𝑟𝑒𝑎𝑑_𝑖𝑑𝑥 ⊲ Thread corr. to pixel

3: for 𝑝 : 𝑝𝑟𝑖𝑚𝑖𝑡𝑖𝑣𝑒𝑠 [𝑡𝑖𝑑] do ⊲ Iterate

4: if cond1 then
5: continue; ⊲ thread doesn’t participate

6: end if
7: ...

8: if cond2 then
9: continue; ⊲ thread doesn’t participate

10: end if
11: ... ⊲ Gradient computation is done here

12: AtomicAdd(𝑝.𝑔𝑟𝑎𝑑_𝑥1, 𝑔𝑟𝑎𝑑𝑡𝑥1)

13: AtomicAdd(𝑝.𝑔𝑟𝑎𝑑_𝑥2, 𝑔𝑟𝑎𝑑𝑡𝑥2)

14: AtomicAdd(𝑝.𝑔𝑟𝑎𝑑_𝑥3, 𝑔𝑟𝑎𝑑𝑡𝑥3)

15: end for
16: end function

Figure 5. Execution flow of the gradient computation step

3.1 Characteristics of Gradient Computation Step
We analyze the characteristics of the gradient computation

step using real differentiable rendering workloads (See §6).

We make two key observations from profiling the atomic

operations in the gradient computation step:

Observation 1: Threads within a warp are likely to
update the same parameters. Each primitive affects a

region of pixels on the screen, called a “fragment” (§2.3). As

a result, close-by pixels that belong to the same fragment up-

date the same primitive. Figure 6 shows how adjacent/close-

by pixels are part of the same fragment during rasterization.

Figure 6a shows a primitive 1 rasterized onto a screen 2 as

seen from the camera indicated by the blue pixels during ren-

dering. In the gradient computation step, each of these blue

pixels affected will update the primitive’s gradient. Figure 6b

shows a zoomed-in version of the captured image.

Geometric Primitive 
in Space

1

2

(a) Close-by pixels likely to be

influenced by same primitive.

All         pixels 
update primitive 1

(b) Gradients of affected pixels

are atomically aggregated.

Figure 6. Close-by threads (corresponding to pixels) update

the parameters of the same primitive.

Thus, threads within a warp (where each thread corre-

sponds to one pixel and each warp corresponds to a local

region of pixels) often compute the gradients for the pa-

rameters associated with the same primitive. This explains

why these gradients must be atomically summed up across

threads to update each parameter (Figure 5 line 12-14). We

perform an experiment to determine the number of threads

in each active warp that updates the same parameters and

thus, the samememory locations. For 3D-PL (see §6 for work-
load details), we find that over 99% of warps have all their

threads update the same memory location.

Observation 2: Only a fraction of threads within a
warp perform atomic updates at any given time. From

Figure 5, we see that the gradient computation step has cer-

tain dynamic conditions (𝑐𝑜𝑛𝑑1, 𝑐𝑜𝑛𝑑2, ...) that cause some

threads to skip the current iteration of gradient updates.

Thus, only a fraction of all threads within a warp sends out

atomic requests in one iteration. We measure the number of

threads that typically participate in the atomic reduction in

Figure 7 for two different workloads 3D-PR and NV-LG (see §6
for workload details). We observe that there is significant

variation in the number of threads in a warp that participate

in one reduction. Thus, each warp contributes a different

amount of traffic to the LSU and the ROP units.
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(b) NV-LG workload

Figure 7. Log-scale histograms of average number of active

threads per warp that participate in gradient updates.

3.2 Atomic Bottleneck in the Gradient Computation
Given that each thread updates a number of primitives, each

of which has many learned parameters, a massive number

of atomic operations is generated. To evaluate the impact of

this, we analyze the cycles during the gradient computation

step when instructions are stalled from executing. Figure 8

depicts the breakdown of the number of cycles a warp is

stalled per instruction using NVIDIA Nsight profiler [13] on

two GPUs. We make two key observations: First, the LSU

(load-store unit) stalls contribute over 60% of all stalls on

average. The LSU stalls are caused due to the large number

of memory requests (primarily atomic operations) to global
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memory from each sub-core (§2.1). These workloads also

have high cache hit rates (97% L2 hit rate on average on both

RTX 4090 and RTX 3060 across all workloads), indicating

that the memory stalls are not caused by cache misses, but

atomic operations. Second, the RTX 4090 GPU has more

stalls in issuing instructions to the LSU compared to the RTX

3060. This is because more recent GPUs have a higher SM to

ROP unit ratio. In our experimental setup, the RTX 4090 has

4.57× more SMs than the RTX 3060 (128 SMs and 28 SMs,

respectively). However, the RTX 4090 only has about 3.6×
more ROP units (176 ROP units versus 48 ROP units).
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Figure 8. Breakdown of warp stalls on 4090 (left) and 3060

(right).

To this end, our goal is to enable faster raster-based dif-

ferentiable rendering methods by accelerating atomic opera-

tions that constitute a significant bottleneck.

4 Approach
We introduce ARC, a primitive that enables fast atomic re-

duction in applications that (1) generate a large number of

atomic requests, thus overwhelming the hardware queues

and compute units that process atomics, and (2) typically
have most threads within an warp performing atomic up-

dates to the same memory locations.

Thekey ideas behind ARC is to (i) leverage the intra-warp

locality in atomic updates to perform warp-level reduction

in the SM itself using registers, and (ii) distribute atomic

computation between the SM and L2 ROP units to enable

high throughput atomic reduction. A high-level overview of

ARC is shown in Figure 9. At each sub-core, ARC’s sched-

uler 1 determines whether each atomic update should be

performed locally as warp-level reduction in the core ( 3

and 4 ) or using the atomic units at the L2 ROPs. 2 .

We propose two implementations of ARC: (i) ARC-HW,

a hardware-software cooperative approach that efficiently

implements warp-level reduction at each sub-core and au-

tomatically distributes reduction computation between the

core and L2 ROP units, and (ii) ARC-SW, a software-only ap-

proach that leverages existing warp-level primitives in some

GPUs to implement the ideas in ARC. ARC-SW can be used

directly in many existing GPUs using our open-source im-

plementation. However, ARC-HW is more efficient because

it eliminates additional instruction overheads from handling

divergence and control flow in software, can be implemented

FUs

Sub-Core

+

ARC Scheduler 1

3

…

Warp Scheduler

Dispatch Unit

Register File

Atomic Ops

LDST

Reduce

… …

To 
LSU

2
4

Figure 9. High-level overview of ARC. FUs refers to func-

tional units (e.g., IADD, FFMA), and LDST refers to memory

units within each sub-core that handles and forwards mem-

ory requests to the LSU.

flexibly in GPUs that do not support these primitives (e.g.,

Intel GPUs), and requires less programmer effort (See §4.5).

4.1 Design Challenges of ARC
ARC addresses two design challenges:

Challenge 1 : All threads in warp may not generate
atomic updates. Only a subset of threads in a warp typi-

cally generate atomic updates at any given time (as discussed

in §3.1). Existing warp-level instructions thus cannot be di-

rectly used to performwarp-level reduction for differentiable

rendering workloads. This irregularity poses challenges in

developing an efficient implementation of warp-level reduc-

tion at the core level.

Challenge 2 : Dynamic scheduling of atomic computa-
tion between the core and L2.Tomeet the high throughput

requirements for atomic computations in differentiable ren-

dering, it is critical to effectively use both existing ROP units

at the L2 as well as the proposed warp-level reduction at the

sub-cores. Thus, ARC must schedule the atomic operations

efficiently at runtime based on the utilization of the atomic

units at the sub-cores and the L2.

4.2 Warp-Level Reduction with Primitives and
Software Libraries

Existing shuffle primitives do not take predicate registers

and do not have logic masks for filtering active threads. The

mask argument in shfl_sync primitive [11] is a synchro-

nization mask; it does not prevent fetching from or saving

to inactive threads, thus causing undefined behavior. An "if"

condition does not solve the problem, as the inactive threads

have already diverged due to earlier condition checks. CUDA

software libraries such as CCCL [14] and CUB [15] provide

highly optimized implementations for warp-level reduction

using existing instructions, but these libraries assume that all
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threads within a warp are active. For differentiable rendering

workloads, all threads often do not participate in reduction.

These approaches do not address either Challenge 1 or 2 .

We quantitatively compare ARC with warp-level reduction

of the CCCL library in §7.2.

4.3 Key Components of ARC-HW
ARC-HW uses hardware support to perform warp-level re-

duction and automatically distributes atomic computation

between the SMs and ROP units. ARC-HW is exposed to the

programmer with a new instruction, named atomred. We

next describe the workflow of ARC-HW:

Identifying Active Threads. To address Challenge 1 ,

ARC-HW identifies sets of threads within a warp that update

the same parameter (and thus memory location). This is done

by leveraging the address coalescing module that is used to

coalesce common memory addresses of threads perform-

ing a load operation. In this step, for each memory location

being updated atomically in the warp, the corresponding ac-

tive threads are identified (generating an atomic transaction).
Only these threads participate in the subsequent reduction

steps since other threads are not eligible for a warp-level

reduction (because they are either inactive or do not update

the same memory location).

Warp-level Reduction. In order to perform the warp-

level reduction at the sub-core, ARC-HW introduces addi-

tional logic per sub-core, which is referred to as the reduction
unit. The reduction unit contains a single floating point unit

which serially sums the gradients. The result of the reduction

is then sent to the LSU to atomically update the parameter

in global memory with the reduced gradients.

Scheduling Atomic Updates Between Core and L2
ROP. To address Challenge 2 , ARC employs a greedy sched-

uling algorithm and schedules the atomic transaction either

at the SM reduction unit or the LSU (for computation at the

ROPs) depending on which queue is free. When the rate of

atomic requests overwhelms the available atomic through-

put of the ROP units, the requests get stalled at the LSU

queue. Such atomic stalls propagate the memory pipeline

and eventually lead to stalls within the sub-core at the LDST

units (Figure fig. 9). ARC scheduler leverages this behavior

and observes the atomic stalls at the LDST units to determine

the availability of the ROP units. When an atomic memory

transaction is generated, if the ROP units are not stalled,

the ARC scheduler schedules the atomic update instructions

directly to the ROP units. Otherwise, the atomic updates

are reduced using ARC-HW’s reduction unit in the sub-core.

The scheduling algorithm may benefit from additional infor-

mation such as the number of concurrent requests and future

request predictions; however, acquiring such information

requires additional logic and hardware overhead, which adds

to the overall design complexity. Thus, we choose the greedy

algorithm that achieves high performance with negligible

hardware modifications.

4.4 Key Components of ARC-SW
ARC-SW is implemented and exposed to the programmer as a

function call that can be inserted into GPU code. We describe

how we implement ARC-SW using existing instructions and

warp-level primitives.

L2 ROP
……..

t0 t1 t2 t31t3

+

+

+....

ti = ith Thread

(a) Serialized reduction.

L2 ROP
……..

t0 t16 t1 t31t17

+ ++

+

+....

ti = ith Thread

(b) Butterfly reduction.

Figure 10. Overview of reduction algorithms of ARC.

Warp-level Reduction (Challenge 1 ).We propose two

approaches to perform warp-level reduction that addresses

Challenge 1 , each of which has different tradeoffs. These

approaches are outlined below:

(1) Serialized Reduction: Within each warp, we first

determine a set of threads that atomically update the same

parameter (and thus memory location). One thread out of

this group then iterates through all the gradients (one from

each thread), as shown in Figure 10a. The accumulated re-

sult is then added to the parameter using a regular atomic

add operation. The serial nature of this scheme is inefficient.

However, when the warp has threads updating multiple pa-

rameters, the reductions can be parallelized.

(2) Butterfly Reduction: Figure 10b shows how butter-

fly reduction is performed for threads in a warp. We first

check whether all the threads in a warp update the same

primitive. If so, we use a reduction tree to sum the gradients.

For this implementation to work, it requires all threads to

be active, or for threads that are inactive, we must add a

zero value. This introduces some redundant computation.

Thus, the programmer has to ensure there is no control flow

divergence and all threads are active and assign zero-value

updates to threads that were originally inactive. Butterfly

reduction is the most efficient, when only one parameter is

being updated by the warp and most threads are active (less

redundant updates).

Scheduling Atomic Updates Between Core and L2
ROP (Challenge 2 ). As discussed in §3.1, the amount of

contention at the LSU that is contributed to by each warp

depends on the number of active threads producing atomic

requests. Additionally, the active thread count also reflects
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the amount of reduction “work” to be done in the SM (if

the atomic update is scheduled for warp-level reduction).

To address Challenge 2 , we determine whether the atomic

updates should be performed using a warp-level reduction

at the core or at the L2 ROPs, by comparing the number of

threads in the warp that actively update one parameter over

a predefined threshold. We call this the balancing threshold,

as it balances the atomic computation between ROP units

and the SMs. This scheduling is performed for each set of

threads in a warp that updates one parameter. The optimal

balancing threshold depends on the amount of contention in

atomic units, which depends on the following:

• Dataset and workload: The number of atomic updates

depends on factors such as the camera resolution, model

architecture, and the complexity of the scene being learned.

• GPU architecture: The ratio of SMs to ROP units impacts

the contention at cores and ROP units.

• Reduction method: The choice of using the butterfly or

serial reduction method also affects the contention at the

atomic units.

Due to the complexity in determining the threshold analyti-

cally, we treat the balancing threshold as a hyperparameter

that needs to be tuned for each workload. We discuss in de-

tail how we use the balancing threshold in §5 and evaluate

the impact of this hyperparameter in §7.2.

4.5 Advantages of ARC-HW over ARC-SW
ARC-HW addresses five limitations of ARC-SW. (i) ARC-SW

incurs additional overhead in performing redundant compu-

tations during warp-level reduction, because not all threads

produce gradient updates in every iteration (when doing

butterfly reduction). (ii) ARC-SW introduces overhead with

control flow instructions when performing warp-level reduc-

tion. (iii) Programmer intervention is required to integrate

ARC-SW (code must be converted as in §5.5). (iv) ARC-SW

requires tuning the balancing threshold hyperparameter to

get the best possible speedup. (v) Not all GPUs currently

support the instructions used in ARC-SW (e.g., Intel GPUs).

5 Detailed Design
5.1 Design of ARC-HW
Programmer Interface. ARC is exposed to the programmer

as a new instruction atomred:
atomred [%addr], %f

%addr is the memory location of the parameter that needs

to be atomically updated and %f is the floating point value to
be added. This instruction is similar to the baseline atomic

instruction, except that there is no return value.

ARC comprises two key components:

ARC Scheduler. atomred instructions are first dispatched

to this unit (shown in Figure 11), which decides whether a

warp-level reduction should be performed for the current

atomred instruction 1 . The scheduler leverages the execu-

tion status of previous atomic instructions to determine the

Contention Determination
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Addresses

atomred Dispatch

Memory 
Addresses
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Scheduler
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Atomic Ops 
to ROP

TM ≡ Thread Mask
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Figure 11. ARC scheduler module.
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Figure 12. ARC’s reduction computation unit

ROP utilization. If the ROP units are free, the scheduler sends

the atomred instruction as a normal atomic instruction to the

address coalescing unit to generate regular atomic requests

that are sent to the ROP units. If the ROP units are busy,

the atomred instruction is scheduled for warp-level reduc-

tion. To perform warp-level reduction, we must first identify

which threads update the same parameter (i.e., memory lo-

cation). To do this, we leverage the same address coalescing

unit for generating coalesced addresses for memory transac-

tions to generate a thread mask. Threads marked in the mask

are threads that update the same parameter. This threadmask

and memory addresses generated by the coalescing unit are

sent to the reduction unit to perform warp-level reduction.

ARC Reduction Unit. The reduction unit performs warp-

level reductions by serially aggregating atomic add instruc-

tions from each transaction and then issuing a single atomic

add request to the memory interface (shown in Figure 12).

The thread masks and memory addresses sent by the ARC

scheduler are used to serially fetch values 1 to be reduced

from the register file and accumulate the result 2 3 . Fi-

nally, the sum and the thread mask are used to generate a

new atomic transaction, which is issued as a normal atomic

update 4 to be processed by the L2 ROP units. We add a

dedicated FPU per sub-core in the reduction unit to per-

form the warp-level reduction. Existing FPUs could be used;

however, it might be challenging to re-design the 32-lane-

wide pipeline to perform serial reduction. Instead, dedicated

per-sub-core FPUs have low area overheads (§5.4).

5.2 Atomic Additions and Commutativity
ARC-HW assumes that the atomic add operations are com-

mutative, i.e., the order with which the addition operations

to the same memory location are performed does not affect
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the result. Thus, the proposed atomred instruction does not

provide any ordering guarantees and should only be used for

commutative atomic additions. For the differentiable render-

ing workloads, we find that all atomic operations are com-

mutative. We note that floating point additions may produce

slightly different results based on the order of operations, but

differential rendering workloads, similar to machine learn-

ing workloads [84], are resilient to these small errors. Thus,

the baseline differentiable rendering applications are also

written without imposing any order in the atomic additions.

5.3 Coherence and Consistency Considerations
ARC does not locally buffer any memory locations, but

only partially aggregates atomic updates at the SM registers.

These updates are not buffered —once the additions across

the threads in a warp are reduced, the aggregated atomic

update is sent to the L2 ROP units to update the memory

location. For the locally aggregated values in the ARC reduc-

tion units to be visible to the rest of the GPU, GPU coherence

protocols (e.g., [62, 86, 91]) must be updated to include ARC

reduction units. In differentiable rendering workloads, the

same data is never read and updated across multiple SMs

concurrently. Thus, it will not add significant overhead. How-

ever, for other GPU workloads with different access patterns,

the coherence protocols may incur additional overheads.

We assume that all code is data race-free with the SC-for-

HRF [51] consistency model (similar to prior works [30, 32]).

We assume all uses of the proposed atomred instruction are

commutative and relaxed, and the output is not being used

to influence the control flow of the program. Additionally,

we assume that if any kernel leverages ARC, the memory ad-

dresses accessed atomically are always accessed atomically

within the same kernel (i.e. respects strong atomicity [24, 30]

within a kernel). Differentiable rendering workloads respect

strong atomicity in the gradient computation kernel, as all

gradient updates are atomic and there are no accesses to the

gradients that are non-atomic within the gradient computa-

tion kernel. If a kernel that leverages ARC violates strong

atomicity, no guarantee is provided by ARC regarding the

ordering between atomred and non-atomic requests.

5.4 Area Overhead
ARC introduces control logic in the frontend to process the

atomred instruction, and control logic in the scheduler to

determine the stall status of the LSU. In the reduction unit,

ARC only introduces a floating-point unit (FPU) per sub-

core for the reduction computation, and a few registers to

store inputs and accumulate results. We use Yosys [16] to

evaluate this area overhead, which is estimated under 70𝐾

transistors per FPU. In a GPU with 128 SMs and 4 sub-cores

per SM (as in NVIDIA RTX 4090), ARC introduces 128 ×
4 × 70𝐾 = 35840𝐾 additional transistors. Since ARC does

not require any additional SRAM buffer, the area overhead

is small compared to the total transistor count of modern

GPUs: RTX 4090 includes 76 billion transistors, thus ARC

would incur a very modest area overhead of ∼ 0.047%.

5.5 Design of ARC-SW
ARC-SW is exposed to the programmer as a function call

that is invoked during gradient computation, directly replac-

ing the atomic instructions in Figure 5 (lines 12-14) and is

called by all threads. The function’s prototype is provided in

Figure 13. It takes as input the primitive to be updated by the

thread, the primitive’s parameters, and the gradients gener-

ated by the calling thread for all the primitive’s parameters.

1 // Input: primitive index, pointers to parameter
2 // gradients, values to be accumulated,
3 // balancing threshold
4 template<typename ATOM_T>
5 void reduce_arc(int idx, ATOM_T** ptr,
6 ATOM_T *val, int num_params,int balance_thr){
7 ... <balanced reduction implementation>
8 }

Figure 13. Function prototype of ARC-SW.

1 /* balanced reduction implementation */
2 // when num. of active threads exceeds threshold,
3 // do butterfly or serialized reduction
4 int num_active_threads = __popc(__match(idx));
5 if (num_active_threads >= balance_thr){
6 ... <serialized OR butterfly implementation>
7 } else {
8 ... <perform baseline atomic add>
9 }

Figure 14.Dynamically determining whether to send atomic

requests to ROP units or performwarp-level reduction (§4.4).

Figure 14 shows the implementation of the balanced re-

duction. Each thread determines how many other threads

in the warp are updating the same primitive (done using

__match instruction [10]). If this thread count is less than

the balancing threshold, the function simply sends the base-

line CUDA atomicAdd [9] (line 8), which leverages the ROP

units and does not perform warp-level reduction. Otherwise,

it performs warp reduction using either serialized reduction

(§5.5.1) or butterfly reduction (§5.5.2).

5.5.1 ARC-SW with Serialized Reduction (SW-S) If ex-
ecution enters the warp reduction branch (line 6 Figure 14),

as discussed in §4.4, the warp-level reduction is performed

serially (Figure 15). For each primitive, a leader thread is

identified (active thread in the warp with the lowest lane ID,

that updates the same primitive, line 6). This thread serially

accumulates gradients across all active threads in a warp for

all the parameters (lines 10-15).

Limitations: The primary limitation is the inefficient

serial reduction with execution time proportional to the

number of active threads per primitive. This also involves

additional control flow overheads (lines 10, 12, 13, 17, 18).
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1 /* serialized reduction implementation */
2 // a mask of warp threads updating the same primitive.
3 int prim_mask = __match(idx);
4 // thread within a warp with lowest lane id
5 // with the same primitive is the leader
6 int leader = <lowestLaneIdUpdatingSamePrimitive>
7

8 /* leader accumulates parameters from threads updating
9 the same primitive (threads with same prim_mask) */
10 for src_lane <- next_lane_id(prim_mask){
11 // get data from next active lane
12 if (laneId==leader || laneId==src_lane)
13 for (int i = 0; i < len; ++i)
14 val[i] += __shfl(val[i], src_lane);
15 }
16 // leader sends an atomicAdd per parameter
17 if (laneId == leader)
18 for (int i = 0; i < num_params; ++i)
19 atomicAdd(ptr[i], val[i]);

Figure 15. Serialized reduction in SMs (SW-S).

1 /* butterfly reduction implementation */
2 // reduction only performed when all threads
3 // are updating the same primitive
4 bool all_same = __match(idx) == 0xffffffff;
5 if (all_same) {
6 // parallel butterfly reduction tree
7 for(int offs = 16; offs >= 1; offs /= 2)
8 val[i] += __shfl(val[i], offset);
9 // thread 0 sends an atomicAdd per reduced gradient
10 if (laneId == 0)
11 atomicAdd(ptr[i], val[i]);
12 } else if (was_active) {
13 /* if balance threshold not met or bfly reduction
14 ineligible, do baseline atomicadd */
15 for (int i = 0; i < num_params; ++i)
16 atomicAdd(ptr[i], val[i]);
17 }

Figure 16. Butterfly reduction in SMs (SW-B).

5.5.2 ARC-SW with Butterfly Reduction (SW-B) As
discussed in §3.1, over 99% of warps in many workloads have

all active threads update the same primitive’s parameters. In

these cases, a parallelized reduction tree can be used for fast

warp-level reduction. Figure 16 presents our implementation.

We propose an efficient implementation that requires (1) all

threads in a warp update the same primitive (line 4), and

(2) all threads actively participate in the reduction. The pro-

grammer can use SW-B only if the first condition is met. To

ensure all threads participate in the reduction, the previously

inactive threads must now be made to generate zero value

gradient updates. A was_active flag is set to false for these

updates. If condition (1) is not met, atomic add operations

are used for reduction (line 16-17). Otherwise, a butterfly

reduction is performed using shfl instructions (line 8-9).

Limitations: SW-B adds redundant computation by mak-

ing inactive threads perform zero value gradient updates,

making reduction for warps with many inactive threads in-

efficient. Using SW-B also requires changes to the kernel

code shown with an example in Figure 17, where the code is

transformed to ensure all threads participate in the reduction.

This transformation can be non-trivial in some applications.

1: function GradComputeBFLY(prims_per_thread)

2: tid = thread_idx

3: prims_per_thread = primitives[tid]

4: for p in prims_per_thread do
5: was_active = true; ⊲ active by default

6: if cond1 then
7: was_active = false; ⊲ Don’t skip, mark inactive

8: end if
9: ...

10: if cond2 then
11: was_active = false; ⊲ Don’t skip, mark inactive

12: end if
13: ...

14: if not was_active then
15: grad𝑥1,...𝑥𝑁 = 0 ⊲ Inactive, assign zero gradients

16: end if
17: grad_ptrs = array[p.grad𝑥1,...𝑥𝑁 ]

18: grad_vals = array[grad𝑥1,...𝑥𝑁 ]

19: REDUCE_ARC _BFLY(p, g_ptrs, g_vals, N, was_active)
20: end for
21: end function

Figure 17. Outline of a modified gradient computation ker-

nel (Figure 5) that integrates the SW-B primitive.

5.5.3 Determining Balancing Threshold The balancing

threshold significantly impacts speedups (evaluated in §7.2)

and needs to be tuned for best results. The balancing thresh-

old has only 32 possible values (0 − 31), and the gradient

compute kernel is called 100000s of times during training.

Thus, we present a simple method to tune the threshold

automatically: We execute one iteration of the gradient com-

putation kernel using all 32 values of the threshold and select

the value that provides the largest speedup. We repeat this

profiling every 𝑁 iteration (2000 in our evaluation). This

profiling step adds a negligible amount of overhead, as the

number of profiling iterations is significantly fewer than the

number of training iterations.

5.6 Applicability to Other Workloads
Important deep learning and graph analytics applications are

also bottlenecked by a large number of atomic requests [32].

Unlike differentiable rendering workloads, however, these

workloads have more irregular memory accesses, and thus

exhibit a low degree of intra-warp locality between the ad-

dresses updated atomically by threads of a warp. For example,

we profile the pagerank workload from the Pannotia GPGPU

benchmark [27], implemented as a strongly atomic kernel.

We find that although 89.2% of global memory accesses that

reach the L2 are global atomics, fewer than 0.1% of warps

have all active threads atomically updating the same address

(i.e., low intra-warp locality). Compared to this, differentiable

rendering workloads have a very high intra-warp locality

that we primarily leverage with ARC (§3.1 Observation 1),

where on average 99% of the warps have all active threads

atomically updating the same memory location. Thus, ARC
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cannot provide performance benefits to these workloads.

When ARC is not used, there are no performance overheads

for those workloads as the ARC reduction unit is bypassed.

6 Methodology
Evaluation Platform. We implement and evaluate ARC-

SW on a x86_64 Linux system with an Intel Core i9-13900KF

CPU and the NVIDIA RTX4090 and RTX3060 GPUs. We

model and evaluate ARC-HW using the GPGPU-Sim simula-

tor [58] with the RTX4090 and RTX3060 GPU configurations

(shown in Table 1). We measure the energy consumption

using pyNVML [1, 4] and pyRAPL [8].

Table 1. Simulated GPU configurations

4090-Sim

SM Resources 128 SMs, 32768 Registers, 176 ROPs

Shader Core 2.24GHz; 4 sub-cores per SM

Cache Model 128KB L1 per SM, 72MB L2

DRAM 12-channel; 16-bank; 24GB GDDR5

3060-Sim

SM Resources 28 SMs, 32768 Registers, 48 ROPs

Shader Core 1.32GHz; 4 sub-cores per SM

Cache Model 128KB L1 per SM, 3MB L2

DRAM 12-channel; 16-bank; 12GB GDDR5

Table 2. Workloads and datasets.

Workloads Dataset Identifier (Dataset Name)

3DGS (3D)
LE, SH (NerfSynthetic - Lego, Ship [76]),

PR, DR (DB COLMAP - Playroom, DrJohnson [18]),

TK, TA (Tanks&Temples - Truck, Train [61]),

NvDiff (NV)
BB, SP (Keenan Crane - Bob, Spot [31]),

LE, SH (NerfSynthetic - Lego, Ship [76])

pulsar (PS) SS, SL (Synthetic Spheres - Small, Large)

Workloads. We evaluate ARC using 3 widely used raster-

based differentiable rendering applications: (i) 3DGS [55] rep-
resents scenes with a set of 3D Gaussians; (ii) NvDiffRec
[80] includes various differentiable rendering tasks, and we

use differentiable rendering to learn the parameters of spec-

ular cubemap texture from a set of mesh images, and (iii)

Pulsar [64] represents the scene with a set of spheres and

an efficient sphere rasterizer with a widely-used implementa-

tion in Pytorch3D [83]. We use the datasets listed in Table 2.

For pulsar, we use two synthesized datasets comprising 3D

spheres (PS-SS and PS-SL).

7 Evaluation
We evaluate both the software implementation (ARC-SW)

and the hardware implementation (ARC-HW). The baseline

configuration sends all atomic requests to the ROP units

using the atomicAdd primitive [9]. For ARC-SW, we evalu-

ate two different configurations: (i) SW-B-X: an implementa-

tion of ARC-SW using butterfly reduction, with balancing

threshold 𝑋 . (ii) SW-S-X: an implementation of ARC-SW us-

ing serialized reduction, with balancing threshold 𝑋 . We

refer to the configurations of SW-B-X and SW-S-X with the

best-performing balancing threshold as SW-B and SW-S, re-
spectively. We compare both configurations against CCCL,
which uses the NVIDIA CCCL library [14, 15] to perform

warp-level reduction. We test software approaches on real

hardware: (i) 4090: NVIDIA RTX 4090 GPU and (ii) 3060:
NVIDIA RTX 3060 GPU. Each result is the arithmetic mean

of 10 runs of the same configuration to ensure speedups are

statistically significant. For ARC-HW, we compare ARC-HW
against LAB [32], the closest prior work that dynamically

partitions the local L1/shared memory SRAM to buffer and

aggregate atomic requests. We use two LAB configurations:

(i) LAB-ideal: an idealized implementation of LAB. We ded-

icate an additional and separate SRAM buffer with the same

capacity as the L1/shared memory SRAM that does not in-

cur contention in the LSU, and we assume no tag lookup

overheads, MSHR queuing delays, etc. Commutative atomic

requests are sent to LAB-ideal’s dedicated SRAM buffer, and

other requests are sent to L1/shared memory. (ii) LAB: an
implementation of LAB where the L1/shared memory SRAM

is partitioned between atomic and non-atomic requests (no

additional SRAM). Differentiable rendering workloads use

some shared memory, thus there is less available L1/shared

memory SRAM that can be allocated to LAB. The partition

size for LAB was chosen to be the empirically best perform-

ing for each workload. Additionally, we compare against

PHI [78], which buffers and aggregates atomic updates in

the L1 caches. We evaluate ARC-HW, LAB-ideal, LAB and PHI
on both simulator configurations: 4090-Sim and 3060-Sim.

7.1 Performance analysis of ARC-HW.
Figures 18 and 19 depict the speedup achieved by ARC-HW,
LAB, LAB-ideal and PHI on 4090-Sim and 3060-Sim, nor-
malized to the baseline. Figures 20 and 21 depict the reduction

in shader stalls due to atomic operations over ARC-HW, LAB
and LAB-ideal on 4090-Sim and 3060-Sim, normalized to

the baseline. We make four observations:
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Figure 18. Gradient computation speedup of ARC-HW, PHI,
LAB and LAB-ideal on 3060-Sim, normalized to baseline.

0.0
1.0
2.0
3.0
4.0
5.0

3D-LE 3D-SH 3D-PR 3D-DR 3D-TK 3D-TA NV-BB NV-SP NV-LE NV-SH gmean

Sp
ee

du
p

PHI LAB LAB-ideal ARC-HW8.59

Figure 19. Gradient computation speedup of ARC-HW, PHI,
LAB and LAB-ideal on 4090-Sim, normalized to baseline.

First, ARC-HW demonstrates significant performance im-

provements, achieving 2.06× speedup on average (up to

8.59×) on 4090-Sim and 1.73× speedup on average (up to

3.77×) on 3060-Sim. Figures 20 and 21 demonstrate 2.43×
and 2.28× average reduction in shader atomic stalls on 4090-Sim
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Figure 20. Reduction in shader atomic stalls on 3060-Sim,
normalized to baseline.
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Figure 21. Reduction in shader atomic stalls on 4090-Sim,
normalized to baseline.

and 3060-Sim, respectively, as a result of ARC-HW signifi-

cantly reducing the atomic memory transactions. Second,

LAB-ideal achieves an average speedup of 1.40× and 1.20×
on average (up to 3.05× and 1.56×) on 4090-Sim and 3060-Sim,
respectively, which are lower compared to the speedups

achieved by ARC-HW. ARC-HW’s performance benefits over

LAB come from (a) higher atomic processing throughput as

ARC performs reduction at each of the 4 sub-cores, rather

than just the overall core, (b) there is no eviction/capacity

issue in buffers since the reduction is only intra-warp and

happens directly in the registers, and (c) further improved

throughput by distributing atomic computation between the

ROP units and the sub-cores. Thus, ARC-HW is more effective

in reducing the atomic stalls as demonstrated in Figures 20

and 21, where LAB-ideal achieves 1.43× and 1.19× average

reduction in shader atomic stalls on 4090-Sim and 3060-Sim,
respectively. Third, LAB-ideal marginally outperforms LAB
by 1.05× on average on both 4090-Sim and 3060-Sim. This
is because of the smaller space available for atomic buffer-

ing and the slightly higher L1 miss rate from the reduced

capacity for the non-atomic requests. Fourth, PHI provides

only small performance improvements (1.01× and 1.03× on

average on 4090-Sim and 3060-Sim) over the baseline. This
approach buffers atomic updates at L1 caches and does not

perform warp-level reduction at the sub-cores. Thus, a large

number of atomic updates overwhelms the LSU when buffer-

ing updates, and does not alleviate the atomic stalls in these

workloads. Moreover, PHI performs L1 address lookups for

each atomic operation, which incurs additional overheads

and also impacts the performance of non-atomic operations.

We conclude that ARC-HW is an efficient approach to accel-

erate differentiable rendering applications by alleviating the

overheads of atomic operations in gradient computations.

7.2 Software-only Approaches
Performance Analysis. Figure 22 shows the speedup of

ARC-SW for end-to-end runtime (including the forward pass)

and for gradient computation alone on real hardware, nor-

malized to the baseline. We make two observations.
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Figure 22. End-to-end and gradient computation speedup

on 4090 and 3060 with ARC-SW, normalized to baseline.

First, both SW techniques, SW-B and SW-S, significantly
outperform the baseline on average on both GPUs. For the

gradient computation, ARC-SW achieves an average speedup

of 2.44× (up to 5.7×) on 4090, and 1.74× (up to 3.27×) on
3060. For the entire differentiable rendering pipeline, ARC-SW
achieves an average speedup of 1.41× on 4090 (up to 2.4×),
and 1.21× (up to 1.71×) on 3060.
Second, we observe higher speedups on 4090, compared

to that of 3060, because the atomic processing bottleneck

is more pronounced in 4090 which has a lower ROP to SM

ratio (128 SMs and 176 ROP units in 4090 versus 28 SMs

and 48 ROPs in 3060). Third, SW-B performs as well as or

much better than SW-S, which performs the reduction seri-

ally. However, there are some workloads (PS-SS and PS-SL)
that cannot use SW-B, because it was difficult to eliminate

thread divergence, the key requirement for butterfly reduc-

tion (§5.5.2). Fourth, we observe significant performance

speedups on 3D-PR and 3D-DR, because the datasets PR, DR
are large-scale, photorealistic scenes that require many more

geometric primitives (Gaussians for 3DGS) for accurate scene
representation compared to smaller scenes. Therefore, a

larger number of parameters needs to be atomically updated

during gradient computation, making the atomic bottleneck

more pronounced. Finally, we observe smaller end-to-end

speedups in NV and PS. NV has much fewer warp stalls com-

pared to 3D in the baseline application (Figure 8). This leads

to a less contended LSU, which diminishes the speedups

achieved by ARC-SW. In PS, although the LSU is heavily con-

tended in gradient computation (Figure 8), the gradient com-

putation is not the main bottleneck (Figure 4).
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Figure 23. Sensitivity of SW-S and SW-B to balancing thresh-
old 𝑋 . SW-B cannot be used for PS-SS and PS-SL.

Impact of the Balancing Threshold. In Figure 23, we

depict the sensitivity of SW-S and SW-B to the balancing
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Figure 24. Breakdown of warp stall cycles during gradient

computation using ARC-SW on 4090 (left) and 3060 (right).

threshold𝑋 for gradient computation on 4090. We make two

observations. First, the best-performing balancing threshold

varies across workloads/datasets. For most workloads, we

achieve the highest speedup when 𝑋 is set to a value that

ensures that the atomic updates are distributed between the

ROP units and the SMs for both SW-S and SW-B. Setting 𝑋 to

be 0 or 24 leads to contention in either the sub-core reduction

unit or the ROP units, respectively. Second, in NV and PS
workloads, choosing sub-optimal balancing thresholds can

result in slowdowns: in some compute-bound workloads,

the additional instructions required can incur significant

overheads. In these cases, balancing thresholds that favor

the ROP unit should be chosen.

Elimination of LSU Stalls. To better understand the ob-

served performance benefits, we measure the number of

stall cycles per instruction in Figure 24 using the NVIDIA

NSIGHT Compute [7] profiler. We find significantly fewer

mean stalls per instruction across all workloads compared to

baseline (Figure 8): 10.3 cycles versus 38.3 cycles on average

thanks to significantly fewer stalls in atomics (LSU stalls).

Comparing ARC-SW to ARC-HW. We evaluate ARC-SW

in the simulator to compare it against ARC-HW. Figure 25

depicts the speedup of ARC-HW normalized to ARC-SW. We

find that ARC-HW consistently outperforms ARC-SW by

1.13× on average (up to 1.29×) on 4090-Sim, and 1.14× on
average (up to 1.26×) on 3060-Sim. ARC-HW is more effi-

cient since it does not incur the overhead of many additional

instructions, control flow, and redundant computation.
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Figure 25. Gradient computation speedup of ARC-HW and

ARC-SW in the simulator, normalized to ARC-SW.

Comparing Against Software Warp-level Reduction.
Figure 26 compares ARC-SWoverNVIDIACCCL library [14],

the state-of-art library for software warp-level reduction. We

note that significant engineering efforts were needed tomake

CCCL work correctly for these workloads. We present the

gradient computation speedup of ARC-SW and CCCL normal-

ized to the atomicAdd baseline on 4090.
We make two observations: (1) ARC-SW outperforms CCCL

significantly, achieving 1.58× higher speedup on average
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Figure 26. Gradient computation speedup of ARC-SW over
CCCL on 4090, normalized to the baseline.

(up to 1.78×) across all workloads. CCCL requires all threads

in the same warp to be active (§4.2), but the gradient com-

putation steps of raster-based differentiable methods have

dynamic conditions that often do not satisfy this requirement

(§3.1). Moreover, ARC-SW effectively distributes reduction be-

tween SMs and ROP units (§4.4). (2) CCCL yields marginal

performance improvements on NvDiff workloads because
NvDiff has many inactive threads in the most warps. Thus,

CCCL fails to capture most reduction opportunities.

7.3 Energy analysis
We evaluate energy efficiency of ARC-SW and ARC-HW. For
ARC-SW, we measure energy consumption on real GPUs, de-

picted in Figure 27 and normalized to baseline. We observe

that ARC-SW reduces energy consumption by 2.8× on average
on 4090 and by 1.7× on average on 3060. This is due to the

significantly faster execution as well as the fewer memory

requests (atomic requests) from the SMs to the ROP units

which leads to less energy consumption at the interconnect.

For ARC-HW, we measure its energy reduction in the sim-

ulator with different configurations, depicted in Figure 28

and normalized to the simulator baseline. We observe that

ARC-HW significantly reduces energy consumption by 3.9×
on average on 4090-Sim and 2.55× on average on 3060-Sim.
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Figure 27. Normalized energy reduction in gradient compu-

tation with ARC-SW on 4090 and 3060.
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Figure 28. Normalized energy reduction in gradient compu-

tation with ARC-HW on 4090-Sim and 3060-Sim.

8 Related Work
To our knowledge, this is the first work to (i) characterize
emerging differentiable rendering workloads and identify

atomic operations to be a key bottleneck; and (ii) propose
an efficient method to leverage warp-level reduction and
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existing atomic units to accelerate atomic processing in GPUs

for raster-based differentiable rendering.

Differentiable Rendering Techniques. Prior works pro-
pose software techniques [29, 43, 68, 79, 93] or hardware

accelerators [44, 66, 69, 102] to accelerate training and/or

rendering for NeRFs [76, 79]. These works target one class of

differentiable rendering applications in which the primary

bottleneck is the large number of computations and memory

accesses performed. Instead, our work targets raster-based

differentiable rendering methods that significantly reduce

the number of computations needed, thus being a more effi-

cient approach than NeRFs. These methods are highly bot-

tlenecked by atomic operations during training, a problem

that is not addressed by prior work. Applying ARC in NeRFs

would not provide significant speedups, because (i) for NeRFs,

atomics operations only constitute a secondary bottleneck,

and (ii) NeRFs have low intra-warp locality in atomic up-

dates (the key insight that ARC leverages) as they typically

use hash tables/octtrees/etc. to store learned parameters that

lead to more irregular access patterns.

Efficient Atomic Operations in GPUs. Prior works [19,
40, 85, 91, 92, 94] propose cache coherence protocols that can

accelerate atomic requests in GPUs. However, they require

non-trivial changes to GPU cache coherence protocols at

the L1. Atomic operations can instead be implemented with

Remote Memory Operations (RMOs) [45, 47, 60, 88, 89, 98],

which is hardware support for atomic operations: this in-

volves using arithmetic logic near shared caches/main mem-

ory to perform efficient atomic operations without complex

changes to cache coherence protocols and is used in modern

GPUs [99]. However, as demonstrated in this work (§3.2),

this can lead to bottlenecks at the LSU and memory subsys-

tem due to high atomic traffic in workloads where a large

number of threads perform atomic operations. To address

this bottleneck, prior works propose to buffer atomic op-

erations in local SRAM in each SM and thus reduce the

contention near the L2 atomic units: LAB [32] dynamically

reserves a partition of the L1/shared memory SRAM in each

SM to aggregate the atomic requests. PHI [78] aggregates

commutative atomic requests at the L1 cache to reduce mem-

ory traffic. These works demonstrate significant speedups

in applications with a large amount of atomic traffic, such

as graph applications, histograms, and ML training. These

works, however, do not fully leverage the high intra-warp

atomic locality seen in differentiable rendering workloads.

We quantitatively compare against LAB [32] and PHI [78] in

§7.1 and demonstrate that ARC performs better by leveraging

intra-warp locality in atomic updates to enable warp-level

reduction using registers in the GPU sub-cores. ARC signif-

icantly reduces the number of atomic updates sent to the

LSU and memory hierarchy, and our dynamic scheduling

scheme (§4.3) leverages both the ROP units and the SMs to

enable high atomic processing throughput. DAB [30] aims

to achieve deterministic atomic execution by buffering and

fusing atomic requests in dedicated atomic buffers at each

SM. However, scheduling atomic operations with determin-

istic orderings (determinism-aware schedulers) introduces

additional overheads that can lead to > 20% slowdowns over

non-deterministic application baselines, as reported by DAB.

Software-based Warp-level Reduction. Software frame-

works and libraries [2, 14, 15, 34, 38] provide functions to per-

form warp-level and block-level reduction. These libraries

require all threads of the warp to be active for reduction

computation. ARC-SW efficiently performs updates to all

parameters associated with a primitive, even when a subset
of warp threads is active. These libraries also do not use both

the SM and L2 atomic units to increase atomic processing

throughput. We compare ARC with CCCL library in §7.2.

In-Register Parameter Caching. Prior works leverage
GPU register files as additional on-chip memory to cache

partial updates of model parameters and exploit data locality

[33, 35, 53, 59, 111, 113]. These works demonstrate speedups

from reducing off-chip memory accesses. ARC also uses reg-

ister files to temporarily store parameter updates. However,

unlike these works that primarily optimize for memory loads,

ARC is an atomic reduction technique that aims at allevi-

ating the significant memory traffic from atomic operations
which can constitute a significant bottleneck in differentiable

rendering workloads. ARC is designed to leverage any intra-

warp locality in atomic updates by using registers to perform

atomic reductions. Thus, instead of buffering for reuse, ARC

requires the addition of an FPU to perform the sub-core

reduction of atomic updates. This reduces the amount of

atomic contention at the L2 ROP units. The ARC scheduler

also dynamically detects threads eligible for reduction and

schedules atomic operations between the ARC reduction unit

and the ROP units to achieve optimal atomic throughput.

9 Conclusion
We introduce ARC, a novel primitive that enables fast pro-

cessing of atomic reduction operations in applications that

(1) generate a massive number of atomic requests and (2)
have many threads within each warp atomically updating a

common parameter. We demonstrate that both the hardware-

software primitive ARC-HWand the software-only primitive

ARC-SW can effectively alleviate the atomic processing bot-

tleneck and accelerate raster-based differentiable rendering

workloads, which is an important emerging class of applica-

tions in visual computing. ARC is a general atomic primitive

that can also be used to accelerate other workloads with

similar atomic characteristics.
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A Artifact Appendix
A.1 Abstract
This Artifact Appendix describes how to reproduce the ARC-

SW end-to-end speedup results in §7.2 (Fig. 22 and Fig. 26).

Since ARC-SW is a modular extension to the gradient compu-

tation kernel, it is integrated into the existing code bases of

the threedifferentiable rendering applications we use in the

paper (3DGS, NvDiff, pulsar). The 3 different applications
have different software dependencies, setup workflows and

execution environments and could not be condensed into

one set of instructions and submission, thus we present the

workflow and setup to reproduce the results for the 3DGS
workloads which includes the majority of the workloads in

our evaluation and the workloads which achieve the highest

speedups with our approach. 3DGS is one of the state-of-the-

art and widely-used raster-based differentiable rendering

methods (described in §2.3).

The code provided in the artifact is developed based on the

original 3DGS’s open-source implementation. The training

process contains model evaluation checkpoints for correct-

ness checks and end-to-end training time at the end as per-

formance measurement. A successful training process with

either ARC-SW variant (ARC-SW-B or ARC-SW-S) should

report similar Peak-Signal-to-Noise-Ratio (PSNR↑) and L1

loss (L1↓) values, while achieving similar speedups. Note

that since the training process is stochastic, both PSNR and

L1 values will have minor differences across runs even with

the same configuration.

To facilitate the AE process, we provide a tarball file, which

contains the ARC-SW source code, experiment datasets, and

the automated workflow scripts to execute the 3DGS training.

A.2 Artifact check-list (meta-information)
• Compilation: GCC 12.1.0, public, not included; NVIDIA CUDA

Compiler (NVCC) from CUDA Toolkit 12.2, public, not included.

• Data set: DB COLMAP, Tanks and Temples, NeRF Synthetic. All

are publicly available and included.

• Run-time environment: Linux x86_64. Requires CUDA 12.2,

Python 3.11 and Conda. Root access only required for CUDA

installation.

• Hardware: NVIDIA RTX 4090 and RTX 3060 GPUs to accurately

reproduce all results. NVIDIA GPUs with a minimum compute

capability of 8.6 and at least 8GB GPU memory may also be used

to validate the results.

• Run-time state:No other GPU-intensive task should be running
during the AE process.

• Metrics: Correctness metrics (model quality): Peak-Signal-to-

Noise-Ratio (PSNR↑), L1 loss (L1↓). Performance metric: end-to-

end runtime.

• Output:ACSV file containing all configurations and rawmetrics,

and a PNG figure that reconstructs Fig. 22 and Fig. 26 in the paper.

• Experiments: Install required run-time environment, fetch and

extract the provided tarball file

• Howmuch disk space required (approximately)?: 10GB disk

space required.

• How much time is needed to prepare workflow (approxi-
mately)?: About 10 minutes (download time excluded).

• How much time is needed to complete experiments (ap-
proximately)?: About 2 hours on a system with RTX 4090.

• Publicly available?: Yes.
• Code licenses (if publicly available)?: Gaussian-Splatting Li-

cense (the same license as the original 3DGS)
• Archived (provide DOI)?: 10.5281/zenodo.14053431

A.3 Description

A.3.1 How to access Download the tarball file scar_ae.tar.gz
from Zenodo: 10.5281/zenodo.14053431

A.3.2 Hardware dependencies AE should be run on a

host machine with NVIDIA RTX 4090 GPU and/or NVIDIA

RTX 3060 GPU. To reproduce all results, it is required to run

AE once on each GPU, as Fig. 22 contains results collected

from both RTX 4090 and RTX 3060. On a platform with

multiple GPUs installed, our script allows for the selection

of a specific CUDA device to run the AE on.

If RTX 4090 and RTX 3060 are unavailable on any AE

platform, ARC-SW may also be evaluated on a different

NVIDIA GPU with a minimum compute capability of 8.6

and at least 8GB GPU memory. In this case, the observed

speedups may show different trends compared to Fig. 22 and

Fig. 26.

A.3.3 Software dependencies The verified operating sys-

tems and dependencies are listed below:

• Ubuntu 22.04.3 LTS or Manjaro 24.1

• Python 3.11

• CUDA Toolkit 12.2

• GCC 12.1.0 or GCC 12.3.0

• Conda installation

A.3.4 Data sets We evaluate across three publicly avail-

able datasets, listed below:

• DB COLMAP - Playroom, DrJohnson

• Tanks and Temples - Truck, Train

• Nerf Synthetic - Lego, Ship

A.4 Installation
Assuming the provided tarball file scar_ae.tar.gz has been

downloaded and all software dependencies have been in-

stalled, please execute the following commands in sequence

to install the environment:

1 $ tar -zxvf scar_ae.tar.gz
2 $ cd scar_ae
3 $ conda env create --file environment.yml
4 $ conda activate scar_ae

A.5 Experiment workflow
We provide a single Python script that runs all AE experi-

ments and produces a single CSV file that contains the raw

data required to reproduce Fig. 22 and Fig. 26. To run this

https://zenodo.org/records/14053431
https://zenodo.org/records/14053431
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script, execute the following command (continuing from

installation):

1 $ python run_ae.py 0

This script uses CUDA device 0 by default. If the AE plat-

form hasmore than oneNVIDIAGPU installed, the argument

0 may be changed to the target CUDA device ID to run the

AE on.

A.6 Evaluation and expected results
When run_ae.py finishes successfully, the output CSV file

ae_result.csv will contain raw experiment results from all

combinations of the three parameters:

4 backward (gradient computation) kernel implementations:

• The original 3DGS implementation (baseline)

• ARC-SW-S (§5.5.1)

• ARC-SW-B (§5.5.2)

• CCCL library implementation (§7.2)

6 workloads from 3 datasets:

• NeRF Synthetic Ship

• NeRF Synthetic Lego

• DB COLMAP Playroom

• DB COLMAP DrJohnson

• Tanks and Temples Truck

• Tanks and Temples Train

4 balancing_thresholds (§4.4): an integer selected among 0, 8,

16, 24, 32. ARC-SW warp reduction is performed if and only

if the number of active threads is greater than or equal to

balancing_threshold. balancing_threshold has no effect when

bw_implementation is set to org or CCCL.
There are 8 columns in the CSV file, listed below:

• BW Implementation

• Balance Threshold

• Dataset

• Train PSNR↑
• Train L1↓
• Test PSNR↑
• Test L1↓
• End-to-end Training Time

Each row in the CSV file corresponds to the results of

one specific experiment configuration. We expect the PSNR

and L1 values to be similar across all experiments on the

same dataset. We additionally provide a Python script to

automatically generate a figure that reconstructs both Fig. 22

and Fig. 26 from the CSV file, which can be run with the

following command after the CSV file has been successfully

generated:

1 $ python gen_ae_figs.py

We expect that the generated figure scar_ae_fig.png should

depict results similar to Fig. 22 and Fig. 26 with minor differ-

ences, primarily due to the stochastic nature of the applica-

tion, system noises and different testing platforms.
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