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Abstract

Structued peerto-peer (p2p) overlay networks like

CAN, Chod, Pastry and Tapestryoffer a novel platform
for avarietyof scalableanddecentalizeddistributedap-

plications. They provide efficientand fault-tolerant rout-

ing, objectlocation and load balancing within a self-
organizing overlay network. One important aspectof

thesesystemss how they exploit network proximity in

the underlyinginternet. We presenta studyof topolayy-

aware routingappmoadesin p2p overlays,identify prox-

imity neigborselectionasthe mostpromisingtechnique

and presentan improved designin Pastry Resultsob-

tainedvia analysisand via simulationof two large-scale
topolagy modelsindicatethat it is possibleto efficiently
exploit network proximity in self-oganizing p2p sub-
strates. Proximity neighborselectionincurs only a mod-
estadditional overheadfor organizingand maintaining
theoverlaynetwork.Theresultinglocality propertiesm-

prove application performanceand reducenetworkus-
age in the Internetsubstantially Finally, we showthat
the impact of proximity neighborselectionon the load

balancingin the p2poverlayis minimal.

1 Intr oduction

Several recentsystems(e.g., CAN, Chord, Pastry and
Tapestry[7, 13, 10, 16, 6]) provide a self-oganizingsub-
stratefor large-scalepeerto-peerapplications. Among
otherusesthesesystemanimplementascalablefault-
tolerantdistributed hashtable,in which ary item canbe
locatedwithin a boundechumberof routing hops,using
a smallpernoderoutingtable. While therearealgorith-
mic similaritiesamongeachof thesesystemspneimpor-

tantdistinctionliesin theapproactihey take to consider
ing and exploiting proximity in the underlyinginternet.
Chordin its original design,for instance doesnot con-
sidernetwork proximity at all. As a result,its protocol
for maintainingthe overlay network is very light-weight,
but messagemay travel arbitrarily long distancesn the
Internetin eachroutinghop.

In aversionof CAN, eachnodemeasureds network
delayto a setof landmarknodes,in an effort to deter
mineits relative positionin the Internetandto construct
an Internettopology-avare overlay TapestryandPastry
constructa topology-avare overlay by choosingnearby
nodesfor inclusionin their routing tables. Early results
for theresultinglocality propertiesare promising. How-
ever, theseresultscomeat the expenseof a significanly
moreexpensve overlaymaintenancerotocol,relatve to
Chord. Also, proximity basedrouting may compromise
theload balancen the p2p overlay network. Moreover,
it remainsunclearto what extentthe locality properties
hold in the actuallInternet,with its compl&, dynamic,
andnon-uniformtopology As aresult,the costandef-
fectivenesf proximity basedoutingin thesep2pover
laysremainunclear

This papempresentsa studyof proximity basedouting
in structuredo2p overlay networks, and presentgesults
of an analysisand of simulationsbasedon two large-
scalelnternettopology models. The specific contritu-
tionsof this paperinclude

e a comparisonof approachego proximity based
routing in structuredp2p overlay networks, which
identifies proximity neighbor selectionin prefix-
basedorotocolslike TapestryandPastryasthemost
promisingtechnique;



e improved nodejoin and overlay maintenancero-
tocols for proximity neighborselectionin Pastry
which significanclyreducethe overheadf creating
andmaintaininga topology-avareoverlay;

astudyof thecostsandbenefitsof proximity neigh-
bor selectionvia analysisand simulationbasedon
two large-scaldnternettopologymodels;

a study of the impactof proximity neighborselec-
tion ontheloadbalancingn the p2p overlay based
onsimulationson alarge-scaldopologymodel.

Comparedo the original Pastrypaper[10], this work
addsa comparisonwith other proposedapproachego
topology-avarerouting,nen nodejoin andoverlaymain-
tenanceprotocolsthat dramatically reducethe cost of
overlay constructiorandmaintenancea new protocolto
locatea nearbycontactnode resultsof aformal analysis
of Pastrys routing propertiesand extensve simulation
resultson two differentnetwork topologymodels.

The rest of this paperis organizedas follows. Pre-
vious work on structuredp2p overlaysis discussedn
Section2. Approachedo topology-avareroutingin p2p
overlaysare presentedn Section3. Section4 presents
Pastrysimplementatiorof proximity neighborselection,
including new efficient protocolsfor nodejoin andover-
lay maintenanceAn analysisof Pastrys locality proper
tiesfollow in Section5. Section6 present&xperimental
results,andwe concluden Section?.

2 Background and prior work

In this section,we presentsomebackgroundon struc-
tured p2p overlay protocolslike CAN, Chord, Tapestry
andPastry (We do not considerunstructured2p over

layslike GnutellaandFreenein thispapeil, 2]). Space
limitations preventusfrom a detaileddiscussiorof each
protocol. Insteadwe give a moredetaileddescriptionof

Pastry asan exampleof a structuredp2p overlay net-
work, and then point out relevant differenceswith the
otherprotocols.

2.1 Pastry

Pastryis a scalable fault resilient, and self-oganizing
peerto-peersubstrate. Each Pastry nodehasa unique,
uniform randomlyassignechodeldin a circular 128-bit

identifier space. Given a 128-bit key, Pastryroutesan
associateanessageowardsthe live nodewhosenodeld
is numericallyclosestto the key. Moreover, eachPastry
nodekeepstrack of its neighboringnodesin the names-
paceandnotifiesapplicationsof changesn theset.

Node state: For the purposeof routing, nodeldsand
keys are thoughtof as a sequenceof digits in base2®
(b is a configurationparametewmwith typical value4). A
nodes routingtableis organizednto 128/2° rows and2®
columns.The2? entriesin row n of theroutingtablecon-
tain the IP addressesf nodeswhosenodeldssharethe
first n digits with the presennodes nodeld;then + 1th
nodelddigit of thenodein columnm of row n equalsn.
Thecolumnin row n thatcorrespondso thevalueof the
n + 1’s digits of thelocal nodes nodeldremainsempty
Figurel depictsa sampleroutingtable.

A routingtableentryis left emptyif nonodewith the
appropriatanodeldprefixis knovn. Theuniformrandom
distribution of nodeldsensuresanevenpopulationof the
nodeldspacethus,on averageonly [logss N'| levelsare
populatedn theroutingtable. Eachnodealsomaintains
aleafset Theleafsetis the setof [ nodeswith nodelds
thatarenumericallyclosesto the presenhodes nodeld,
with [/2 largerandl/2 smallernodeldsthanthe current
nodes id. A typical valuefor [ is approximately[8 x
logi6N']. Theleafsetensureseliablemessageelivery
andis usedto storereplicasof applicationobjects.

Messagerouting: At eachrouting step,a nodeseekso

forwardthemessag#o anodewhosenodeldsharesvith

thekey aprefixthatis atleastonedigit (or b bits) longer
thanthecurrentnodes sharedrefix. If nosuchnodecan
be foundin the routing table, the messages forwarded
to a nodewhosenodeldsharesa prefix with the key as
long asthe currentnode,but is numericallycloserto the
key thanthe presentnodes id. Sereral suchnodescan
normally be found in the routing table; moreaver, such
a nodeis guaranteedo exist in the leaf set unlessthe
messagbasalreadyarrivedatthenodewith numerically
closesnodeldor its immediateneighbor And, unlessall

1/2 nodesin onehalf of the leaf sethave failed simulta-
neously atleastoneof thosenodesmustbelive.

The Pastry routing procedureis shavn in Figure 3.
Figure2 shaws the pathof anexamplemessageAnaly-
sisshavs thattheexpectechumberof forwardinghopsis
slightly below [logys N, with a distribution thatis tight
aroundthe mean. Moreover, simulationshavs thatthe
routingis highly resilientto nodefailures.
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Figurel: Routingtable of a Pastrynode
with nodeld65alz, b = 4. Digits arein
basel6, x representanarbitrarysufix.

2.2 CAN, Chord, Tapestry

Next, we briefly describeCAN, ChordandTapestrywith
an emphasin the differencesof theseprotocolswhen
comparedo Pastry

Tapestryis very similar to Pastrybut differsin its ap-
proachto mappingkeys to nodesin the sparselypopu-
latedid space,andin how it managegeplication. In
Tapestry thereis no leaf setand neighboringnodesin
the namespaceare not aware of eachother When a
nodes routing table doesnot have an entry for a node
thatmatchesa key’s nth digit, the messagés forwarded
to the nodewith the next highervaluein the nth digit,
modulo2?, found in the routing table. This procedure,
calledsurrogaterouting mapskeysto auniguelive node
if the noderouting tablesare consistent.For fault toler
ance,Tapestryinsertsreplicasof dataitemsusingdiffer-
entkeys.

Like Pastry Chord usesa circular id space. Unlike
Pastry Chord forwardsmessagesnly in clockwisedi-
rectionin the circular id space. Insteadof the prefix-
basedrouting table in Pastry Chord nodesmaintaina
fingertable,consistingof upto 128 pointersto otherlive
nodes.Theth entryin the fingertableof noden refers
to thelive nodewith thesmallesthodeldclockwisefrom
n + 271, The first entry pointsto n’s successorand
subsequengntriesreferto nodesat repeatedlydoubling
distancedrom n. Eachnodealsomaintainspointersto
its predecessandto its n successorm theid spacegthe
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Figure 2. Routinga messagdrom node
65al fc with key d46alc. Thedotsdepict
live nodesn Pastrys circularnamespace.

CAN routesmessagem ad-dimensionakpacewhere
eachnode maintainsa routing table with O(d) entries
andary nodecanbereachedn O(dN'/%) routinghops.
Theentriesin anodes routingtablereferto its neighbors
in the d-dimensionakpace.Unlike Pastry Tapestryand
Chord,CAN's routing tabledoesnot grow with the net-
work size, but the numberof routing hopsgrows faster
thanlogN in this case.

3 Topology-awar routing

In this section, we describeand comparethree ap-
proachego topology-avare routing in structuredover-

lay networksthathave beenproposednamelytopolay-

basedhodeldassignmentproximityrouting andproxim-
ity neighborselection9].

Proximity routing: With proximity routing,the overlay
is constructedwithout regard for the physical network

topology The techniqueexploits the fact that whena
messagés routed,thereare potentially several possible
next hop neighborsthat are closerto the message’ key

in theid space.Theideais to select,amongthe possi-
ble next hops,the onethatis closestin the physicalnet-
work or onethatrepresenta goodcompromisebetween
progressn theid spaceandproximity. With k alternatve

hopsin eachstep,the approachcanreducethe expected
delayin eachhop from the averagedelay betweentwo

nodedo theexpecteddelayof thenearesamongk nodes

successalist). Similarto Pastrysleafset,this successor with randomlocationsin the network. The main limita-

list is usedto replicateobjectsfor fault tolerance. The
expectedhumberof routing hopsin Chordis 3loga N.

tion is that the benefitsdependon the magnitudeof k;
with practicalprotocols,k is small. Moreover, depend-



(1) if (d.isBetween(L_;/3, Ly;2))

2 /1 d is within rangeof local leaf set(mod 2128)
3) forwardto L;, s.th.|d — L;| is minimal;

(4) else

(5) Il usetheroutingtable

(6) Let! = shl(d,a);

7 if (R existsandis live)

(8) forwardto R} ;

9) else

(20) /I rarecase

(12) forwardtot € L U R, s.th.
(12) shl(t,d) > 1,

(13) [t —d| < |a—d

Figure 3: Pastry routing procedure,executedwhen a
messagevith key d arrivesatanodewith nodelda. Rf is
theentryin theroutingtable R atcolumn: androw [. L;
is thei-th closestnodeldin theleaf set L, wherea nega-
tive/positve index indicatescounterclockwise/dckwise
from the local nodein theid spacefespectiely. L ;/,
and L;/, arethe nodesat the edgesof thelocal leaf set.
d; representshe [’s digit in the key d. shl(a,b) is the
lengthof the prefix sharedamonga andb, in digits.

ing ontheoverlayprotocol,greedilychoosingheclosest
hop mayleadto anincreasen thetotal numberof hops
taken. While proximity routing canyield significantim-

provementsover a systemwith no topology-avare rout-

ing, its performancdalls shortof what canbe achieved

with the following two approaches.The techniquehas
beenusedin CAN andChord|[7, 4].

Proximity neighbour selection: Like the previous
technique, proximity neighbor selection constructsa
topology-avare overlay However, insteadof biasingthe
nodeldassignmentheideais to choosaoutingtableen-
triesto referto thetopologicallynearesamongall nodes
with nodeldin the desiredportion of theid space.The
succes®f this techniquedependn the degreeof free-
dom an overlay protocol hasin choosingrouting table
entrieswithout affecting the expectednumberof rout-

ing hops. In prefix-basedprotocolslike Tapestryand
Pastry the upperlevels of the routing table allow great
freedomin this choice,with lower levels leaving expo-

nentially lesschoice. As a result, the expecteddelay of

thefirst hopis very low, it increasesxponentiallywith

eachhop, andthe delay of the final hop dominates.As

onecanshaw, this leadsto low delay stretchand other
usefulproperties A limitation of this techniquds thatit

doesnotwork for overlayprotocoldike CAN andChord,
which requirethat routing table entriesrefer to specific
pointsin theid space.

Discussion: Proximity routing is the mostlight-weight
technique sinceit doesnot constructa topology-avare
overlay But, its performances limited sinceit canonly
reducethe expectedperhop delayto the expecteddelay
of the nearestamonga small numberk of nodeswith
randomlocationsin the network. With topology-avare
nodeldassignmentthe expectedperhop delay can be
aslow asthe averagedelay amongneighboringoverlay
nodesin the network. However, the techniquesufers

Topology-basednodeld assignment: Topology-based from loadimbalanceandrequiresa high-dimensionald

nodeldassignmentattemptsto map the overlay’s logi-

cal id spaceonto the physicalnetwork suchthat neigh-
bouring nodesin the id spaceare closein the physical
network. The techniquehasbeensuccessfullyusedin a
versionof CAN, and hasachieved delay stretchresults
of two or lower [7, 8]. However, the approachhasser-

eral dravbacks. First, it destrgs the uniform popula-
tion of theid space causingload balancingproblemsin

the overlay Second,the approachdoesnot work well

in overlaysthat usea one-dimensionald space(Chord,
Tapestry Pastry), becausethe mappingis overly con-
strained. Lastly, neighboringnodesin the id spaceare
morelikely to suffer correlatedfailures,which canhave

implicationsfor robustnessandsecurityin protocolslike

ChordandPastry which replicateobjectson neighbors
in theid space.

spacdo beeffective.

Proximity-neighboselectioncanbeviewedasa com-
promise that preseres the load balanceand robust-
nessafforded by a randomnodeldassignmentbut still
achiees a small constantdelay stretch. In the follow-
ing sections,we shav that proximity neighborselec-
tion can be implementedin Pastry and Tapestrywith
low overheadthatit achieres comparabledelay stretch
to topology-basedthodeld assignmentwvithout sacrific-
ing load balancingor robustnessand that is hasaddi-
tional route corvergence propertiesthat facilitate effi-
cientcachingandmulticastingin the overlay Moreover,
we confirm theseresultsvia simulationson two large-
scalelnternettopologymodels.



4 Proximity neighbor selection: Pastry

This sectionshavs how proximity basedneighborse-
lection is usedin Pastry We describenewv nodejoin
andoverlay maintenancerotocolsthat significantly re-
ducetheoverheaccomparedo theoriginal protocolsde-
scribedin [10]. Moreover, we presenta new protocol
that allows nodesthat wish to join the overlay to locate
anappropriatecontactnode.

It isassumedhateachPastrynodecanmeasurets dis-
tance,in termsof a scalarproximity metric,to ary node
with aknown IP addressThechoiceof aproximity met-
ric depend®nthedesiredqualitiesof theresultingover-
lay (e.g.,low delay high bandwidth Jow network utiliza-
tion). In practice,averageround-triptime hasprovento
beagoodmetric.

Pastryusegproximity neighborselectiorasintroduced
in the previous section.Selectingroutingtableentriesto
refer to the preciselynearestnode with an appropriate
nodeldis expensve in alarge systempecausd requires
O(N) communicationTherefore Pastryusesheuristics
thatrequireonly O(logs» N') communicatiorbut only en-

Local route convergence: The pathsof two Pastrymes-
sagesentfrom nearbynodeswith identicalkeys tendto

corverge at a nodenearthe sourcenodes,in the prox-
imity space.To seethis, obsere thatin eachconsecutie

routingstep themessagesavel exponentiallylargerdis-
tancestowardsan exponentiallyshrinking setof nodes.
Thus,the probability of aroutecorvergenceincreasesn

eachstep,evenin the casewhereearlier (smaller)rout-
ing stepshave movedthemessagefartherapart. Thisre-
sult hassignificancefor cachingapplicationdayeredon

Pastry Popularobjectsrequestedy a nearbynodeand
cachedy all nodesalongtheroutearelikely to befound
whenanothemearbynoderequestsheobject. Also, this
propertyis exploitedin Scribe[12] to achieve low link

stresdn anapplicationlevel multicastsystem.

Locating the nearest replica: If replicasof an object
arestoredon k£ nodeswith adjacenhodelds Pastrymes-
sagesequestingheobjecthave atendeny to first reach
a nodenearthe client node. To seethis, obsere that
Pastrymessagesitially take small stepsin the proxim-
ity space but large stepsin the nodeldspace.Applica-
tions can exploit this propertyto make surethat client

surethatroutingtableentriesareclosebut notnecessarily request$or anobjecttendto behandledby areplicathat

the closest.More precisely Pastryensureshefollowing
invariantfor eachnodes routingtable:

Proximity invariant: Ead entryin a nodeX’s routing
table refers to a nodethat is near X, accoding to the
proximity metric, amongall live Pastry nodeswith the
appopriate nodeldprefix.

In Sectiord.1,we shav how Pastrys nodejoining pro-
tocol maintainsthe proximity invariant. Next, we con-
sider the effect of the proximity invariant on Pastrys
routing. Obsere that as a result of the proximity in-
variant,a messageas normally forwardedin eachrout-
ing stepto a nearbynode, accordingto the proximity
metric, amongall nodeswhosenodeldsharesa longer
prefix with the key. Moreover, the expecteddistance
traveled in eachconsecutie routing stepincreasesx-
ponentially becausehe densityof nodesdecreasesx-
ponentiallywith the length of the prefix match. From
this property one canderive threedistinct propertiesof
Pastrywith respecto network locality:

Total distancetraveled (delay stretch): The expected
distanceof the last routing steptendsto dominatethe
total distanceraveledby a messageAs aresult,theav-

eragetotal distancetraveled by a messagaxceedsthe
distancebetweensourceanddestinatiomodeonly by a
smallconstanwalue.

is nearthe client. Exploiting this propertyis application-
specific,andis discussedn [11].

An analysisof thesepropertiesfollows in Section5.
Simulation and measurementesults that confirm and
guantifythesepropertiedollow in Section6.

4.1 Maintaining the overlay

Next, we presentthe nen protocolsfor nodejoin, node
failureandroutingtablemaintenancén Pastryandshow
how theseprotocols maintain the proximity invariant.
The new nodejoin and routing table maintenancero-
tocolssupersedéhe “secondphase”of the join protocol
describedn the original Pastry paper which hadmuch
higheroverhead10].

When joining the Pastry overlay a newvw node with
nodeldX mustcontactanexisting PastrynodeA. A then
routesa messagelising X asthekey, andthe new node
obtainsthe nth row of its routing table from the node
encountere@longthe pathfrom A to X whosenodeld
matchesX in thefirst n — 1 digits. We will shawv that
theproximity invariantholdson X’ s resultingroutingta-
ble,if nodeA is nearnode X, accordingto the proximity
metric.

First, considerthe top row of X's routing table, ob-



tainedfrom node A. Assumingthe triangle inequality
holdsin the proximity spaceit is easyto seethattheen-
triesin thetop row of A’sroutingtablearealsocloseto

X. Next, considerthe nth row of X’s routingtable,ob-

tainedfrom thenodeA,, encounteredlongthe pathfrom

A to X. By induction,this nodeis Pastrys approxima-
tion to thenodeclosesto A thatmatchesX’s nodeldin

thefirst n — 1 digits. Therefore|f thetriangleinequal-
ity holds,we canusethe sameargumentto concludethat
theentriesof thenth row of A,,’sroutingtableshouldbe
closeto X.

At this point,we have shavn thatthe proximity invari-
antholdsin X’sroutingtable.To shawv thatthenodejoin
protocolmaintainsthe proximity invariantgloballyin all
Pastrynodeswe mustnext shav how theroutingtables
of otheraffectednodesareupdatedo reflect X’ s arrival.
OnceX hasinitialized its own routingtable,it sendghe
nth row of its routing tableto eachnodethatappearsas
an entry in thatrow. This senes both to announceits
presenceindto propagatenformationaboutnodesthat
joined previously. Eachof the nodesthatrecevesa row
theninspectsthe entriesin the row, performsprobesto
measuref X or oneof theentriesis nearetthanthe cor
respondingentryin its own routingtable,andupdatests
routingtableasappropriate.

To seethat this procedures sufiicient to restorethe
proximity invariantin all affectednodesconsidetthat X
andthe nodesthatappeailin row n of X's routingtable
form a groupof 2° nearbynodeswhosenodeldsmatch
in the first n. digits. It is clearthatthesenodesneedto
know of X’sarrival, sinceX maydisplaceamoredistant
nodein one of the nodes routing tables. Corversely a
nodewith identicalprefix in the first . digits thatis not
amemberof this groupis likely to be moredistantfrom
the membersof the group, andthereforefrom X; thus,
X's arrival is not likely to affect its routing table and,
with high probability it doesnot needto beinformedof
X’sarrival.

Node failur e: Failed routing tablesentriesare repaired
lazily, wheneer a routing tableentry is usedto routea
messagePastryroutesthemessagéo anothemodewith

numericallyclosernodeld.If thedowvnstrearmodehasa
routingtableentrythatmatcheghenext digit of themes-
sages key, it automaticallyinformstheupstreamnodeof

thatentry

We needto shaw thattheentrysuppliedby this proce-
dure satisfiesthe proximity invariant. If a numerically
closernode can be found in the routing table, it must

be an entry in the samerow asthe failed node. If that
nodesuppliesa substituteentry for the failed node, its

expecteddistancefrom the local nodeis thereforelow,

sinceall threenodesarepartof thesamegroupof nearby
nodeswith identicalnodeldprefix. On the otherhand,
if no replacemennodeis suppliedby the downstream
node,we triggertherouting tablemaintenancéask (de-
scribedin the next section)to find a replacemenéentry

In eithercase the proximity invariantis presered.

Routing table maintenance: Theroutingtableentries
produceddy the nodejoin protocolandtherepairmech-
anismsare not guaranteedo be the closestto the local
node. Several factorscontrikute to this, including the
heuristicnatureof the nodejoin andrepairmechanisms
with respectto locality. Also, mary practical proxim-
ity metricsdo not strictly satisfythe triangleinequality
andmay vary over time. However, limited imprecision
is consistentvith the proximity invariant,andaswe will
shav in Section6, it doesnot have a significantimpact
on Pastrys locality properties.

However, oneconcerns thatdeviationscouldcascade,
leadingto a slow deteriorationof the locality properties
overtime. To preventadeterioratiorof the overall route
quality, eachnoderunsa periodicrouting table mainte-
nancetask (e.g., every 20 minutes). The task performs
thefollowing procedurdor eachrow of thelocal nodes
routing table. It selectsa randomentryin the row, and
requestdrom the associatechodea copy of thatnodes
correspondingouting tablerow. Eachentryin thatrow
is thencomparedo the correspondingentryin thelocal
routingtable. If they differ, the nodeprobesthe distance
to both entriesand installs the closestentry in its own
routingtable.

Theintuition behindthis maintenancerocedurds to
exchangerouting information amonggroupsof nearby
nodeswith identicalnodeldprefix. A nearbynodewith
theappropriatgrefixmustbeknow to atleastonemem-
ber of the group; the procedureensureshat the entire
groupwill eventuallylearnof the node,andadjusttheir
routingtablesaccordingly

Wheneer a Pastrynodereplacesaroutingtableentry
because closernodewasfound, the previous entry is
keptin alist of alternateentries(up to ten suchentries
aresavedin theimplementation) Whenthe primary en-
try fails, oneof the alternateds useduntil andunlessa
closerentryis found duringthe next periodicroutingta-
ble maintenance.



(1discover(seed)

(2) nodes= getLeafSet(seed)

(3) forall nodein nodes

(4) nearNode= closerbMe(node,nearNode)
(5) depth=getMaxRouting@bleLevel(nearNale)
(6) while (depth> 0)

@) nodes= getRouting&ble(nearNode,depth)
(8) forall nodein nodes

9) nearNode= closerbMe(node,nearNode)
(10) end while

(11) do

(12) nodes= getRoutingable(nearNode,0)

(13) currentClosest nearNode
(14) forall nodein nodes
(15) nearNode= closerbMe(node,nearNode)

(16) while (currentClosest= nearNode)
(17) returnnearNode

Figure 4. Simplified nearbynodediscovery algorithm.
seedis the Pastry nodeinitially known to the joining
node.

4.2 Locating a nearby node

Recall that for the nodejoin algorithmto presere the
proximity invariant,the startingnode A mustbe closeto
thenew node X', amongall live Pastrynodes.This begs
the questionof how a newly joining node candetecta
nearbyPastry node. Oneway to achiee this is to per

5 Analysis

In this section,we presentanalyticalresultsfor Pastrys
routing properties. First, we analyzethe distribution of
thenumberof routinghopstakenwhena Pastrymessage
with arandomlychoserkey is sentfrom arandomlycho-
senPastrynode.Thisanalysighenformsthebasisfor an
analysisof Pastrys locality properties. Throughoutthis
analysiswe assumehat eachPastrynodehasa perfect
routingtable. Thatis, aroutingtableentrymaybeempty
only if no nodewith anappropriatenodeldprefix exists,
andall routingtableentriespointto the neareshode,ac-
cordingto the proximity metric. In practice,Pastrydoes
not guarantegerfectrouting tables. Simulationresults
presentedn Section6 shav thatthe performancealegra-
dationdueto this inaccurag is minimal. In the follow-
ing, we presenthe main analyticalresultsandleave out
thedetailsof the proofsin AppendixA.

5.1 Route probability matrix

Althoughthe numberof routinghopsin Pastryis asymp-
totically [logys N, the actualnumberof routing hopsis
affectedby the useof theleafsetandthe probability that
the messagdey alreadysharesa prefix with the nodeld
of the starting node and intermediatenodesalong the
routing path. In the following, we analyzethe distribu-
tion of thenumberof routinghopsbasednthestatistical
populationof the nodeldspace.Sincethe assignmenof
nodeldss assumedo berandomlyuniform, this popula-
tion canbecapturedy thebinomialdistribution (see for

form an“expandingring” 1P multicast,but this assumes example,[3]). For instancethe distribution of the num-

theavailability of IP multicast.In Figure4, we presenfa
new, efficientalgorithmby which anodemaydiscover a
nearbyPastrynode,giventhatit hasknowledgeof some
Pastrynodeat ary location. Thus,ajoining nodeis only
requiredto obtainknowledgeof ary Pastrynodethrough
out-of-bandmeans,as opposedo obtainingknowledge
of a nearbynode. The algorithm exploits the property
that location of the nodesin the seeds’leaf setshould
be uniformly distributed over the network. Next, hav-
ing discaveredthe closestleaf set member the routing
tabledistancepropertiesareexploitedto move exponen-
tially closerto the locationof the joining node. This is
achieved bottomup by picking the closestnodeat each
level andgettingthenext level fromit. Thelastphasee-
peatsthe procesdor thetop level until no moreprogress
is made.

ber of nodeswith a given value of the mostsignificant
nodelddigit, outof N nodesjs givenby b(k; N, 1/2°).

Recallfrom Figure3 thatat eachnode,a messagean
beforwardedusingoneof threebranchesn theforward-
ing procedureln caseP,, themessagés forwardedus-
ing theleaf set L (line 3); in casePp usingthe routing
table R (line 8); andin caseP¢ usinganodein L U R
(lines11-13).Weformally definetheprobabilitiesof tak-
ing thesebranchesaswell asof two specialcasedn the
following.

Definition 1 Letprob(h,l, N, Px) denotethe probabil-
ity of takingbrandh Px, X€{A, B,C}, atthe(h + 1)th
hopin routinga messge with randomkey, startingfrom
a noderandomlychosenfrom N nodes,with a leaf set
of sizel. Furthermoe, we defineprob(h,l, N, P}) as



the probability that the node encountezd after the h-

th hop is already the numerically closestnode to the
messge, and thus the routing terminates,and define
prob(h,l, N, Py) as the probability that the node en-
counteed after the h-th hop alreadyshaesthe (h + 1)

digits with the key, thusskippingthe (h + 1)th hop.

We denoteprob(h,l, N, Px),h€[0,128/b — 1], X €
{A, A’, B, B', C'} astheprobability matrix of Pastryrout-
ing. Thefollowing Lemmagivesthe building block for
derving the full probability matrix asa function of N
andl.

Lemmal Assumdranch Pg hasbeentakenduringthe
firsth hopsin routingarandommessge D, i.e. themes-
sage D is at an intermediatenode X which shaesthe
first h digitswith D. Let K bethetotal numberof ran-
domuniformly distributed nodeldsthat shae the first
digitswith D. Theprobabilitiesin taking different paths
atthe(h + 1)th hopis

perb(h7 l: K: PA)

prob(h,l, K, P}) 21 K 1
prob(h,L, K, P) | = 3 > b(io; K, 55) -
prob(h,l, K, Pg) d=0 jo=0
pTOb(h,l,K, PC)

K—jo
Z b(JaK _jOJ ﬁ) -prob_pabc(j,jo,K _jO _j7 h7l)
=0

S

wheee prob_pabc(3jy, je, jr, h, 1) calculateshefive prob-
abilitiesassumingher are j,, j., j» nodeldghatshaed
thefirst 4 digits with D, but whose(h + 1)th digits are
smallerthan,equalto, andlarger thanthatof D, respec-
tively.

Sincetherandomlyuniformly distributednodeldsthat
fall in a particularseggmentof the namespaceontaining
afixedprefix of h digitsfollow thebinomialdistribution,
the hth row of the probability matrix canbe calculated
by summingover all possiblenodelddistributionsin that
segmentof the namespacéhe probability of eachdistri-
bution multiplied by its correspondingprobability vector
given by Lemmal. Figure5 plots the probabilitiesof
takingbranchesP,, Pg, and P ateachactualhop(i.e.
afterthe adjustmenbf collapsingskippedhops)of Pas-
try routingfor N = 60000, with [ = 32 andb = 4. It
shavsthatthelogi6(V)-th hopis dominatedoy P4 hops
while earlierhopsaredominatedoy Pg hops.Theabore
probability matrix canbe usedto derive the distribution

N=60000, I=32, b=4, Expected (hops) = 3.67

prob(h,I,N,

I,N,Pa
prob(h,I,N,Pb
T prob(h,I,N,Pc

0.8 - N,
0.6

04 r

0.2

Probabilities of taking branches PA, PB, and PC

Hop number h

Figure 5: Probabilities Pr(h,I, N, P4), Pr(h,l,N, Pg),
Pr(h,l, N, Pc) andexpectechumberof hopsfor N = 60000,
with [ = 32 andb = 4. (Fromanalysis.)

of thenumbersof routinghopsin routingarandommes-
sage. Figure 6 plots this distribution for N = 60000
with [ = 32 andb = 4. The probability matrix canalso
beusedto derive the expectechumberof routinghopsin
Pastryroutingaccordingto the following theorem.

N=60000, =32, b=4, Expected (hops) = 3.67

0.8

0.6

Probability

04

0.2

! . .
2 3 4 5 6

Number of routing hops

0 .

0 1

Figure6: Distribution of the numberof routinghopspermes-
sagegor N = 60, 000, with [ = 32 andb = 4. (Fromanalysis.)

Theorem1 Lettheexpectedhumberof additionalhops
after taking P for thefirsttime at the hth hop, be de-
notedasCp, (h,l, N, Pc). Theexpectechumberof rout-
ing hopsin routinga messge with randomkey D start-
ing froma noderandomlychosenfromthe NV nodess

128/b—1
Z prob(h,l, N, Ps) — prob(h,l,N, P}) +
h=0
prob(h,l, N, Pg) — prob(h,l, N, Pg) +

prob(h,l, N, Pc) + Cp, (h,l, N, Pc) - prob(h,l, N, Pc)



5.2 Expectedrouting distance

The above routing hop distribution is derived solely
basedntherandomlyuniformdistribution of nodeldsn
the namespaceCoupledwith proximity neighborselec-
tion in maintainingthe entriesin Pastrys routingtables,
the routing hop distribution canbe usedto analyzethe
expectedotal routedistance.

To male the analysistractable,it is assumedhatthe
locationsof the Pastrynodesarerandomuniformly dis-
tributedoverthesurfaceof asphereandthatthe proxim-
ity metricusedby Pastryequalsthe geographialistance
betweerpairsof Pastrynodesonthesphere Theuniform
distribution of nodelocationsandthe useof geographic
distanceasthe proximity metricareclearly notrealistic.
In Section6 we will presenttwo setsof simulationre-
sults,onefor conditionsidenticalto thoseassumedh the
analysis,andonebasedon Internettopologymodels. A
comparisorof theresultsindicateshattheimpactof our
assumptiongntheresultsis limited.

Since Pastry nodesare uniformly distributed in the
proximity space,the averagedistancefrom a random
nodeto theneareshodethatshareghefirst digit, thefirst
two digits, etc.,canbe calculatedbasedn thedensityof
suchnodes.Thefollowing Lemmagivestheaveragedis-
tancein eachhoptraveledby a messagevith a random
key sentfrom a randomstartingnode,asa function of
thehopnumberandthe hoptype.

Lemma2 (1) In routing messge D, after h Pg hops,
if RV is not empty the expectedhop_dist(h, R, Pg) is
Rcos (1 — W)

(2) In routingmessge D, if path P4 istakenat anygiven
hop,thehopdistancehop_dist(h, R, P4) is TE.

(3) In routing messge D, after h hops, if path
P¢ is taken, the hop distance hop_dist(h, R, Pc) is
hop_dist(h — 1, R, Pg), which with high probability is
followedby a hoptakenvia Py, i.e. with distance”'TR.

The above distancehop_dist(h, R, Pg) comesfrom
the densityagument. Assumingnodeldsare uniformly
distributedoverthesurfaceof thespheretheaveragedis-
tanceof the next Pg hop is the radiusof a circle that
containson averageonenodeld(i.e. thenearesbne)that
share(h + 1) digitswith D.

Giventhevectorof theprobabilitiesof takingbranches
P4, Pg,and Py attheactualhth hop(e.g.Figure5), and
theabove vectorof perhopdistanceor thethreetypesof

hopsatthehth hop,theaveragedistanceof the hth actual
hopis simply the dot-productof thetwo vectors,i.e. the
weightedsum of the hop distancesy the probabilities
that they aretaken. Theseresultsare presentedn the
next sectionalongwith simulationresults.

5.3 Local route convergence

Next, we analyzePastrys route corvergenceproperty
Specifically whentwo randomPastrynodessenda mes-
sagewith thesamerandomlychoserkey, we analyzethe
expecteddistancghetwo messagesavel in theproxim-
ity spaceuntil the pointwheretheirroutesconverge,asa
functionof thedistancebetweerthe startingnodesn the
proximity space.

To simplify the analysiswe considerthreescenarios.
In theworst-casescenarioit is assumedhatateachrout-
ing hop prior to the point wheretheir routesconverge,
the messagesravel in oppositedirectionsin the prox-
imity space.In the average-casscenariojt is assumed
that prior to corvergence,the messagefravel suchthat
their distancan the proximity spacedoesnot changeln
the bestcasescenariothe messagetravel towardseach
otherin the proximity spaceprior to their corvergence.

For eachof the abore threescenarioswe derive the
probability that the two routescorverge after eachhop.
The probability is estimatedas the intersectingareaof
the two circles potentially coveredby the two routesat
eachhopasa percentagef theareaof eachcircle. Cou-
pling this probability vectorwith the distancevector(for
differenthops)givesthe expecteddistancdill routecon-
vergence.

Theorem?2 Let C1 and C2 be the two starting nodes
on a sphee of radius R from which messges with an
identical,randomkey are beingrouted. Let the distance
betweenC1 and C2 be d0. Thenthe expecteddistance
thatthetwomessgeswill travelbefore their pathsmeige
is

logp N i<

dist(d0,R) = > _ [](1 - prob_hop(i,d0, R))hop_dist(j, R)
j=0 =0

S(hop_dist(j,R),dj,R)
sur face (hop_dist(j,R),R)’
dj = d0o+2- Zﬁi{) hop_dist(j, R) in the worst case
or dj = d0 in the average case or dj = max(0,d0 —
2 - S°F<J hop_dist(j, R)) in the bestcase respectively
S(r,d, R) denotegheintersectingareaof two circlesof
radiusr centeed at two pointson a sphee of radius R

whee prob_hop(j,d0, R) = 3



that are a distanceof d < 2r apart, and Sy, face(r; R)
denotesthe surfacearea of a circle of radiusr on a
sphee of radius R.

Figure 7 plots the averagedistancetraveled by two
messagesentfrom two randomPastry nodeswith the
samerandomkey, asa function of the distancebetween
the two startingnodes.Resultsareshavn for the “worst

” &

case”,"averagecase”,and“bestcase”analysis.
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6.1 Network topologies

Threesimulatednetwork topologiesvereusedin the ex-
periments. The “Sphere” topology correspondgo the
topology assumedn the analysisof Section5. Nodes
areplacedat uniformly randomlocationson the surface
of a spherewith radius 1000. The distancemetric is
basedon the topologicaldistancebetweerntwo nodeson
the spheres surface. Resultsproducedwith this topol-
ogy modelshouldcorresponaloselyto theanalysisand
it wasusedprimarily to validatethe simulationenviron-
ment. However, the sphereiopologyis not realistic, be-
causdt assumes uniform randomdistribution of nodes
on the Spheres surface,andits proximity spaceis very
regularandstrictly satisfieghetriangleinequality

A secondtopology was generatedising the Geogia
Tech transit-stubnetwork topology model [15]. The
round-tripdelay (RTT) betweentwo nodes,asprovided
by thetopologygraphgenerataqris usedasthe proximity
metric with this topology We useatopologywith 5050
nodesin the core,wherea LAN with anaverageof 100
nodesis attachedo eachcore node. Out of the result-
ing 505,000LAN nodes60,000randomlychosemodes

Figure 7: Distanceamongsourcenodesrouting messages form a Pastryoverlaynetwork. Asin thereallnternetthe

with the samekey, versusthe distancetraverseduntil the two
pathscorverge, for a 60,000nodePastry network, with 1=32
andb=4. (Fromanalysis.)

6 Experimental results

Our analysisof proximity neighborselectionin Pastry
hasrelied on assumptionshat do not generallyhold in

the Internet. For instancethe triangle inequality does
not generallyhold for most practical proximity metrics
in thelnternet.Also, nodesarenot uniformly distributed
in the resultingproximity space.Therefore,it is neces-
saryto confirmthe robustnessof Pastrys locality prop-

triangleinequalitydoesnot hold for RTTs amongnodes
in thetopologymodel.

Finally, we usedthe Mercatortopology and routing
models [14]. The topology model contains 102,639
routersandit was obtainedfrom real measurementef
thelnternetusingthe Mercatorprogram[5]. Theauthors
of [14] usedreal dataandsomesimple heuristicsto as-
signanautonomousystento eachrouter Theresulting
AS overlayhas2,662nodes.Routingis performedhier
archicallyasin thelnternet.A routefollows the shortest
pathin the AS overlay betweerthe AS of the sourceand
the AS of thedestination Therouteswithin eachAS fol-
low theshortespathto arouterin thenext AS of the AS
overlay path.

We built a Pastry overlay with 60,000nodeson this

ertiesundermorerealisticconditions.In this sectionwe topologyby pickingarouterfor eachnoderandomlyand
presenexperimentatesultsquantifyingtheperformance uniformly, and attachingthe nodedirectly to the router
of proximity neighborselectionin Pastry underrealis- with a LAN link. Sincethe topology is not annotated
tic conditions. The resultswere obtainedusinga Pastry with delay information, the numberof routing hopsin
implementatiorrunning on top of a network simulator thetopologywasusedasthe proximity metricfor Pastry
using Internettopology models. The Pastry parameters We countthe LAN hopswhen reportingthe length of
weresetto b = 4 andthe leafsetsizel = 32. Unless the Pastryroutes. This is conserative becausehe cost
otherwisestatedyesultswhereobtainedwith asimulated of thesehopsis usuallynggligible andPastrys overhead
Pastryoverlay network of 60,000nodes. would belower if we did notcountLAN hops.
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6.2 Pastry routing hopsand distanceratio

In the first experiment, 200,000lookup messagesre
routedusingPastryfrom randomlychosemodesusinga

randonkey. Figure8 shavsthenumberof Pastryrouting

hopsandthedistanceratio for the sphereiopology Dis-

tanceratiois definedastheratio of thedistanceraversed
by a Pastry messagdo the distancebetweenits source
anddestinatiomodesmeasuredn termsof the proxim-

ity metric. The distanceratio canbe interpretedasthe
penalty expressedn termsof the proximity metric, as-
sociatedwith routinga messagethroughPastryinstead
of sendingthe messagélirectlyin thelnternet.

Four setsof resultsareshavn. “Expected’represents
theresultsof the analysisin Section5. “Normal routing
table” shavsthecorrespondingxperimentaresultswith
Pastry “Perfectrouting table” shaws resultsof experi-
mentswith a versionof Pastrythat usesperfectrouting
table. Thatis, eachentry in the routing table is guar
anteedo point to the nearesnodewith the appropriate
nodeldprefix. Finally, “No locality” shavs resultswith a
versionof Pastrywherethelocality heuristicshave been
disabled.

4

3.68 3.68 3.69

3.67

3.68

No
Locality

Normal
Routing
Table

Perfect
Routing
Table

Expected| Perfect | Normal No
Routing | Routing | Locality

Expected

Distance ratio

Number of hops

Figure 8: Numberof routing hops and distanceratio,
sphereopology

All experimentalresultscorrespondvell with the re-
sultsof theanalysisthusvalidatingthe experimentalp-
paratus. As expected,the expectednumberof routing
hopsis slightly belown log1660,000 = 3.97 andthe dis-
tanceratio is small. The reportedhop countsare virtu-
ally independentf the network topology thereforewe
presenthemonly for the spheregopology

Thedistanceratio obtainedwith perfectroutingtables
is only mawginally betterthanthatobtainedwith thereal
Pastry protocol. This confirmsthatthe nodejoin proto-
col producesouting tablesof high quality, i.e., entries

refer to nodesthat are nearly the closestamongnodes
with the appropriatenodeldprefix. Finally, the distance
ratio obtainedwith thelocality heuristicsdisableds sig-
nificantly worse. This speaksboth to the importanceof
topology-avarerouting,andthe effectivenessof proxim-
ity neighborselection.

6.3 Routing distance
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Figure9: Distancetraversedperhop, spheregopology

Figure 9 shaws the distancemessagesravel in each
consecutie routing hop. The resultsconfirm the expo-
nentialincreasan the expecteddistanceof consecutie
hopsup to the fourth hops,as predictedby the analysis.
Note that the fifth hop is only taken by a tiny fraction
(0.004%)of the messagesMoreover, in the absenceof
the locality heuristics,the averagedistancetraveled in
eachhopis constantandcorrespondso the averagedis-
tancebetweemodes(1571 = (w x r)/2, wherer is the
radiusof thesphere).

600

ONormal Routing Tables
M Perfect Routing Tables
& No locality

Per-hop distance

Hop Number

FigurelO: Distancetraversedperhop, GATechtopology

Figures10and11 shav the sameresultsfor the GAT-
ech and the Mercatortopologies,respectiely. Dueto
thenon-uniformdistribution of nodesandthemorecom-
plex proximity spacein thesetopologies,the expected
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Figure 11: Distancetraversedper hop, Mercatortopol-
ogy.

distancein eachconsecutie routing stepno longerin-

creasesxponentially butit still increasesnonotonically
Moreover, the nodejoin algorithmcontinuesto produce
routingtablesthatreferto nearbynodes asindicatedby
themodestifferencein hopdistanceo the perfectrout-
ing tablesin thefirst threehops.

The proximity metric usedwith the Mercatortopol-
ogy makesproximity neighborselectiorappeain anun-
favorablelight. Sincethe numberof nodeswithin & IP
routinghopsincreaseseryrapidlywith k, therearevery
few “nearby” Pastrynodes.Obsere thattheaveragedis-
tancetraveled in the first routing hop is almosthalf of
the averagedistancebetweemodes(i.e., it takesalmost
half the averagedistancebetweennodesto reachabout
16 otherPastrynodes).As aresult,Pastrymessagetra-
verserelatively longdistancesn thefirst few hops,which
leadsto a relatively high distanceratio. Nevertheless,
theseresultsdemonstrateéhat proximity neighborselec-
tion workswell evenunderadwerseconditions.

Figuresl2,13and14 shaw rasterplotsof thedistance
messagesravel in Pastry asa function of the distance
betweerthe sourceanddestinatiomodesfor eachof the
threetopologiesrespectiely. Messagesveresentfrom
20,000randomlychosersourcenodeswith randomkeys
in this experiment. The meandistanceratio is shavn in
eachgraphasasolidline.

The resultsshav that the distribution of the distance
ratio is relatively tight aroundthe mean. Not surpris-
ingly, the spheretopologyyieldsthe bestresults,dueto
its uniform distribution of nodesandthe geometryof its
proximity space. However, the far morerealistic GAT-
echtopologyyields still very goodresults,with a mean
distanceratio of 1.59,a maximaldistanceratio of about
8.5, anddistribution thatis fairly tight aroundthe mean.

Eventhe leastfavorable Mercatortopologyyields good
results,with a meandistanceration of 2.2 and a maxi-
mumof about6.5.
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Figure 12: Distancetraversedversusdistancebetween
sourceanddestinationsphereopology
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Figure 13: Distancetraversedversusdistancebetween
sourceanddestinationGATechtopology

6.4 Local route corvergence

The next experimentevaluatesthe local route conver

gencepropertyof Pastry In the experiment,10 nodes
wereselectedandomly andthenfor eachof thesenodes,
6,0000thernodeswerechosersuchthatthe topological
distanceébetweereachpairprovidesgoodcoverageof the
rangeof possibledistancesThen,100randomnkeyswere
choserandmessagewhereroutedvia Pastryfrom each
of thetwo nodesin a pair, with a givenkey.

To evaluatehow early the pathscornvergence,we use
the metric (cdﬁfsé + Cdﬁf82)/2 where, ¢ is the distance
traveled from the nodewherethe two pathsconveme to
thedestinatiomode,ands. ands? arethedistancesrav-
eledfrom eachsourcenodeto the nodewherethe paths
corverge. The metric expresseghe averagefraction of
thelengthof the pathstraveledby the two messagethat
wasshared.Note thatthe metricis zerowhenthe paths

12
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Figure 14: Distancetraversedversusdistancebetween Figure16: Corvergencemetric versusdistancebetween

sourceanddestinationMercatortopology

corverge in the destination.Figuresl15, 16 and17 shav
the averageof the cornvergencemetricsversusthe dis-
tancebetweernthe two sourcenodes.As expectedwhen
thedistancebetweerthe sourcenodess small,the paths
arelikely to corverge quickly. This resultis important
for applicationghatperformcaching,or rely on efficient
multicasttrees[11, 12).
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800
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Figure 15: Corvergencemetric versusthe distancebe-
tweenthe sourcenodes sphergopology

6.5 Overheadof nodejoin protocol

Next, we measureheoverheadncurredby thenodejoin

protocolto maintainthe proximity invariantin the rout-

ing tables. We quantify this overheadin termsof the
numberof probes whereeachprobecorrespondso the
communicatiorrequiredto measurehedistanceaccord-
ing to the proximity metric,amongiwo nodes.Of course,
in our simulatednetwork, a probesimply involveslook-

ing upthe correspondinglistanceaccordingo thetopol-

ogy model. However, in areal network, probingwould

likely requireatleasttwo messagexchangesThenum-
ber of probesis thereforea meaningfulmeasureof the
overheadrequiredto maintainthe proximity invariant.
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Figure17: Cornvergencemetric versusdistancebetween
thesourcenodesMercatortopology

The averagenumberof probesperformedby a nevly
joining nodewas?29, with aminimum of 23 anda maxi-
mum of 34. Theseresultswerevirtually independenof
the overlay size,which we variedfrom 1,000to 60,000
nodes. In eachcase,the probesperformedby the last
tennodesthatjoined the Pastrynetwork wererecorded,
which are the nodeslikely to performthe most probes
given the size of the network at that stage. The corre-
spondingaveragenumberof probesperformedby other
Pastrynodesduring the join wasabout70, with a mini-
mumof 2 anda maximumaof 200.

It is assumedherethatoncea nodehasprobedanother
node,it storesthe resultanddoesnot probeagain. The
numberof nodescontactedduring the joining of a new
nodeis (2° — 1)logos N + 1, whereN is the numberof
Pastrynodes.This follows from the expectednumberof
nodesin the routing table, and the size of the leaf set.
Although every nodethat appearsn the joining nodes
routing table receves information aboutall the entries
in the samerow of the joining nodes routing table, it is
very likely thatthe receving nodealreadyknows mary
of thesenodes,andthustheir distance.As aresult, the
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numberof probesperformedpernodeis low (on average
lessthan2). This meansthatthe total numberof nodes
probedis low, andthe probingis distributedover alarge

numberof nodes.Theresultswerevirtually identicalfor

the GATechandthe Mercatortopologies.

6.6 Nodefailur e

In the next experiment,we evaluatethe nodefailure re-
covery protocol(Sectiord.1) andtheroutingtablemain-
tenancdgSectiord.1). Recallthatleaf setrepairis instan-
taneous failed routing table entriesare repairedlazily
uponnext use,anda periodicrouting table maintenance
taskrunsperiodically(every 20 mins)to exchangenfor-
mationwith randomlyselectedeers.

In theexperimenta50,000nodePastryoverlayis cre-
atedbasedon the GATechtopology and 200,000mes-
sagesrom randomsourceswith randomkeys arerouted.
Then, 20,000randomlyselectechodesare madeto fail
simultaneouslysimulatingconditionghatmightoccurin
theeventof anetwork partition. Priorto thenext periodic
routingtablemaintenancea new setof 200,000random
messagearerouted. After anotherperiodicroutingtable

M Routing Table Maintenance Enabled  H

o050 | @ Routing Table Maintenance Disabled 1

Before | After | After 1| After2| No
failure | failure | round |rounds | failure

Before | After | After 1| After 2
failure | failure | round |rounds| failure

No

50000 30000 50000 30000

Number of Hops Distance Ratio

Figure18: Routinghopsanddistanceratio for a 50,000
nodePastry overlay when 20,000nodessimultaneously
fail, GATechtopology

ing hop,becaus¢hemessagés routedio anodethatdoes
not sharea longerprefix with the key. Eachconsecutie
burstof 200,000messagess likely to encountedifferent
routing table entriesthat have not yet beenfixed (about
95,000entrieswererepairedduringeachbursts). Thepe-
riodic routing table maintenanceon the otherhand,re-
placedailedentriesthathave notyetbeenusedaspartof
its routine. It is intuitive to seewhy the distanceratiore-
covers more slovly without routing table maintenance.

maintenanceanotherset of 200,000randommessages The replacemententry provided by the repair mecha-

arerouted.

Figure18 shavs boththe numberof hopsandthe dis-
tanceratio at variousstagesn this experiment. Shovn
arethe averagenumberof routing hopsandthe average
distanceatio, for 200,000messagesachbeforethefail-
ure, after the failure, after the first and after the second
round of routing table maintenance. The “no failure”
resultis includedfor comparisonand correspondgo a
30,000no0dePastry overlay with no failures. Moreover,
to isolatetheeffectsof theroutingtablemaintenanceye
give resultswith and without the routing table mainte-
nanceenabled.

During the first 200,000messagdransmissionsfter
themassie nodefailure, theaveragenumberof hopsand
averagedistanceatioincreaseonly mildly (from 3.54to
4.17and1.6to 1.86,respectiely). Thisdemonstratethe
robustnes®of Pastryin thefaceof massve nodefailures.
After eachround,theresultsmprove andapproachthose
beforethefailure aftertwo rounds.

With the routing table maintenancelisabled boththe
numberof hopsandthe distanceratio do not recover as
quickly. Considerthat the routing table repair mecha-
nism is lazy and only repairsentriesthat are actually
used.Moreover, arepairgenerallyinvolvesanextrarout-

nismsis generallyrelatively close, but not necessarily
amongthe closest. The periodic routing table mainte-

nanceperformsprobingandis likely to replacesuchan

entrywith abetterone.Finally, we point outthatrouting

tablemaintanancealsotakes careof changingdistances
amongnodesovertime.

We alsomeasuredhecostof theperiodicroutingtable
maintenancein termsof network probes,to determine
the distanceof nodes. On average,lessthan 20 nodes
arebeingprobedeachtime anodeperformsroutingtable
maintenancewith a maximumof 82 probes. Sincethe
routingtablemaintenancés performedevery 20 minutes
andthe probesarelikely to tamet different nodes,this
overheads notsignificant.

6.7 Load balance

Next, we considethow maintainingthe proximity invari-
antin theroutingtablesaffectsloadbalancen the Pastry
routingfabric. In thesimplePastryalgorithmwithoutthe
locality heuristics,or in protocolslike Chordthatdont
considernetwork proximity, the “indegree” of a node,
i.e.,thenumberof routingtableentriesreferringto aary
givennode,shouldbe balancedacrossall nodes.Thisis
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a desirableproperty asit tendsto balancemessagédor-
wardingloadacrossall participatingnodesn theoverlay

When routing tablesentriesare initialized to refer to
the nearesinodewith the appropriateprefix, this prop-
erty maybecompromisedbecausehedistribution of in-
degreess now influencedby thestructureof theunderly-
ing physicalnetwork topology Thus,thereis aninherent
tradeof betweenproximity neighborselectionandload
balancein the routing fabric. The purposeof the next
experimentis to quantify the degreeof imbalancen in-
degreesof nodes causedy the proximity invariant.

Figure 19 shavs the cumulatie distribution of inde-
greesfor a 60,000 node Pastry overlay basedon the
GATechtopology As expected,the resultsshav that
the distribution of indegreesis not perfectly balanced.
Theresultsalsoshav thattheimbalanceis mostsignif-
icantat the top levels of therouting table (not shavn in
the graph),andthat the distribution hasa thin tail. This
suggestghatit is appropriateo dealwith thesepoten-
tial hotspotsreactiely ratherthanproactvely. If oneof
thenodeswith ahighindegreebecomes hotspotwhich
will dependon the workload, it cansendbacloff mes-
sages. The nodesthat receve sucha bacloff message
find analternatve nodefor the sameslot usingthe same
techniqueasif the nodewasfaulty. Sincethe mostsig-
nificantimbalanceoccursat the top levels of therouting
table,changingrouting table entriesto point to analter
native nodewill not increasethe distanceratio signifi-
cantly Therearemary alternatve nodesthatcanfill out
theseslotsandthe distancdraversedin thefirst hopsac-
countsfor asmallfractionof thetotal distanceraversed.
We concludethatimbalancean theroutingfabricasare-
sult of the proximity invariant doesnot appearto be a

significantproblem.
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Figure19: Indggreedistribution of 60,000Pastrynodes,
GATechtopology

Exact | Average Average Number

closest| Distance| RTO Distance| Probes
Sphere | 95.3% 11.0 37.1 157
GATech | 83.7% 82.1 34.1 258
Mercator | 32.1% 2.6 6.0 296

Tablel: Resultdor thecloseshodediscovery algorithm.

6.8 Discovering a nearby seednode

Next, we evaluatethe discovery algorithmusedto find a
nearbynode,presentedn Section4.2. In eachof 1,000
trials, we chosea pair of nhodesrandomly amongthe
60,000Pastrynodes.Onenodein the pair is considered
the joining nodethat wishesto locate a nearbyPastry
node,the otheris treatedasthe seedPastrynodeknown
to thejoining node. Using this seednode,the nodedis-
covery algorithmwas usedto discorer a nodenearthe
joining node,accordingto the proximity metric. Table1
shaws theresultsfor the threedifferenttopologies. The
first column shavs the numberof times the algorithm
producedhe closestexisting node. The secondcolumn
shaws the averagedistance accordingto the proximity
metric, of the node producedby the algorithm, in the
caseswherethe nearesinodewasnot found. For com-
parisonthethird columnshaws the averagedistancebe-
tweena nodeandits row zeroroutingtableentries. The
fourth column shavs the numberof probesperformed
pertrial.

In the spheretopology over 95% of the found nodes
arethe closest.Whenthe closestis not found, the aver-
agedistanceto the found nodeis significantlylessthan
the averagedistanceto the entriesin the first level of
the routing table. More interestingly this is also true
for the Mercatortopology even thoughthe numberof
timesthe closesthodewasfoundis low with this topol-
ogy. The GATechresultis interestingjn thatthefraction
of caseswherethe neareshodewasfoundis very high
(almost849%), but the averagedistanceof the produces
nodein the casesvherethe closestnodewasnot found
is high. Thereasoris thatthe highly regular structureof
thistopologycauseghealgorithmto sometimegetinto
a “local minimum?”, by gettingtrappedin a nearbynet-
work. Overall,thealgorithmfor locatinganearbynodeis
effective. Resultsshav thatthe algorithmsallows newly
joining nodesto efficiently discorer anearbynodein the
existing Pastryoverlay
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6.9 Testbedmeasuements

Finally, we performedpreliminary measurements a

small testbedof about20 sitesthroughoutthe US and
Europe.The measuredesultswereasexpected but the
testbeds too smallto obtaininterestinganrepresentate

results. We expectthata currentinitiative by a number
of organizationgo puttogethemlargerwide-aredestbed
will allow usto include suchresultsin the final version
of this paper

v

Conclusion

This paperpresentsa study of topology-avare routing
in structuredp2p overlay protocols. We compareap- [10]
proacheso topology-avare routing and identify prox-
imity neighbor selectionas the most promising tech-
nique. We presentimproved protocolsfor proximity
basedneighborselectionin Pastry which significantly [11]
reducetheoverheacbf topology-avareoverlayconstruc-
tion andmaintenanceAnalysisandsimulationsconfirm
that proximity neighbor selectionyields good perfor

manceatvery low overhead We concludethattopology- [12]
awarerouting canbe accomplishecffectively andwith

low overheadn aself-oganizing,structuregeerto-peer
overlay network.
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Appendix A: Proofsof analytical results

We give proofsfor the Lemmasand Theoremsstatedin

Section5. Their numberingsheremay be differentfrom
before.
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A.1 Route probability matrix

Lemmal statesthe probability of taking path P4 at a
specifichopduringtherouting of arandommessage.

Lemmal Assumepath Pg hasbeentaken during the
first h hopsin routing messge with key D, i.e. themes-
sggeisatanodeX thatshaesthefirsth digitswith D. If

there exist j; nodeldssmallerthan D thatshae thesame
h digitswith D, andj,. nodelddarger than D thatshae
the samenh digits with D, thenthe probability that node
X will forward the messge using P4 (i.e., D is within

X’sleafset)is

— ifh=20

Jrﬁrlzl( 1/2)+MinG, 1/2)
Jis Jrsy H

pTOb—pa’(jlaj'I‘a ha l) = {

equalprobabilities,D and X canfall into any of these
20 subdomains Within eachsubdomainthe numberof
nodegj;, followsthebinomialdistribution, i.e. with prob-
ability b(jx; K, 55), j» nodescanendup in eachsubdo-
main. Dependingonwhich subdomainD fallsinto, there
canbebetweer) andupto 2° — 1 subdomainso theleft
of D’ssubdomainlf thereared subdomainso theleft of
D’ssubdomainthe numberof nodelds; in thosesubdo-
mainsfollows binomialdistribution b(j; N — jj, ﬁ).
Each iteration in the innermost summation corre-
spondsto a particulardistribution of j;,7., and j,., the
numberof nodeldsto the left of, within the sameas,
to the right of D’s subdomain. In the formula above,
thesevaluesarey, j,, and K — j, — j. Thevectorfunc-
tion prob_pabc(ji, je, jr, b, 1) takes sucha distribution,
andassumegqualprobability that X canbe ary of the

Proof: Assumethe numerically closestnodeldalways Ji + jc + jr NodeldsandD canbearywherein thename
sharessome prefix with the messagekey. Whenthe Spacespannedy thesenodeldsandcalculateshe prob-
messagekey is within l/2 nodesfrom the boundary abilitiesthatnode X will forward messageD using Py,

of the subdomainsharingthe same prefix of h dig-
its, the numberof nodesin the subdomainwhoseleaf-
setscover D dropsto min(j;,1/2) + min(j,,1/2), and
thus the probability that P4 will be taken next is
m'n(jl”/?.?i]r.?'n(j’”/”. In the very first hop, the pre-
fix is of zerolength,thusthereis no bundaryeffect.

Sincethe numerically closestnodeld to messageD
may not shareary leadingdigits with thekey, theabove
probabilityfailsto accounfor oneadditionalroutinghop
in suchcasesSincethis casds rarein practice jt hasvir-
tually no effect onthe above probability  []

Lemma 2 Assumdranch Pg hasbeentakenduringthe
firsth hopsin routingarandommessge D, i.e. themes-
sage D isatanodeX which shaesthefirst i digits with
D. Let K bethetotal numberof randomuniformly dis-
tributednodeldsthat shae thefirst h digits with D. The
probabilitiesin takingdifferentbranchesat the (h + 1)th
hopis

P!, P, Py, or P¢, respectiely.

Functionprob_pabc(ji, je, jr, b, 1) is calculatedasfol-
lows. If j. = 0, D’s subdomainis empty the next
routing hop takes either P4 or Po. The probability
of P4 is prob_pa(j, jr,h,1), andthat of P4 is 1 —
prob_pa(ji, jr, h,1). Sincewe assumeuniform distribu-
tion of (j; + j,) in the subdomairof the namespacehe
probability of P/, i.e. X is numericallyclosestto D, is
1/(ji + jgr)- If jo > 0, D’s subdomairis notempty the
next routinghoptakeseither P4 or Pg, andthe probabil-
ity of P!y is1/(j; + jc + jr). Sincetherearej. nodelds
that sharethe first (h + 1) digits with D, therecanbe
(je + 1) intenals in D’s subdomairthat D canfall in
with equalprobability For eachintenal, probabilitiesof
P4 and Pg arecaculatedbefore. Furthermorejf P4 is
not taken and Pg is taken, thereis a certainprobability
that X is amongthe j. nodeshatalreadyshareghe next
digit with D, in which casethenext hopis skipped.This
probability contritutesto Py. Theprobabilityequalsthe

prob(h,l, K, Ps) numberof nodeldsamongthe j, nodeghatarenotwithin
prob(h,1, K, P)) 21 K 1 1/2 from D, overthe (j; + j. + j.) possiblecandidates
V(h1,K) = prob(h,l,K,P]Ig) => Z b(ins K, 5)of X, []
prob(h,l, K, Pp) d=0 jan=0
b(h,l, K, P )
K prob( ) Lemma3 Let N be the total numberof randomuni-
—Jh . .
. d . . : -
> b(j; K = g, 5 1) . prob_pabe(j, jn, K — jn _],hjg)r_rr_ﬂy dlstrl_butgd nodelds Royv_(_) of_ the route prob
ot - ability matrix, i.e. the probabilities in taking differ-

Proof: Thereare2? subdomainsf nodeldshatsharethe
first h digits as D but differ in the (h + 1)th digit. With

ent branchesat the first hop in routing a randommes-
sege from a randomstarting nodeld, is M(0,{, N)
V(0,l,N).
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To calculatethe probabilitiesat subsequertiops,note the next hop is prob_pc(k, 1)
thatvalue j, givesthe numberof nodeldsthatsharethe <~k bl k. L. U2
. .. . A Zj:l/2—|—1 ( 721)) i
first digit with messageD, and the probabilitiesat the
secondhopis conditionedon the j, value. Oneway of Proof: Let the nodereachedafter taking branchP¢ for
calculatingthemis thusto repeathe above caseanalysis thefirsttimebenode@. RecallQ is selectedrom LU R
recursvely usingjo attheseconchop,j; atthethird hop, thatis numericallyclosesto D whosenodeldalsoshares
etc. Thefollowing theoremgivesthe probabilitiesat the thefirst 4 digitswith D. Let Sg bethe setof nodeldsin

1/2 .
Y2 b(js k, ) +

(h + 1)th hop.

Theorem1 Let N be the total numberof randomuni-
formly distributed nodelds. Row h of the route prob-
ability matrix, i.e. the probabilitiesin taking different
brandhesat the (h + 1)th hopin routinga randommes-
sage D startingfroma randomnodeld,is

@'s subdomainj.e. sharingthefirst (h + 1) digits with
Q. Theroutingfinishesin onestepafter( if

e Sg <1/2. Theprobabilityis El/ b(j; k, =

’ 2b) Or'

e Sp > /2, andthe P hopreachedneof theright-
mostl/2 nodesin Sg. Theprobabilityof Sg > 1/2
is Z] —1/241 b(j; k, 2,,) The probability of lateris

prob(h,l, N, Pa) s
prob(h,l,N, P}) N ) / , becauseinderrandomuniformdistribution, the
M(h,1,N) = | prob(h,l,N,Pp) | =2"" b(jo; N probabllltyof ary of therightmosti/2 nodesin S,
prob(h,l, N, Pg) jo=0 l/2
prob(h. LN, Po) shavs up asary nodes routingtableentryis %
Jo 1 Jh—2 1 |:|
2’ Zb(.h;jo,?)' -2 Z b(jh—l;jh—%i)'V(halajh—l) o _
j1=0 Jh=1=0 The distribution of prob(h,l, N, Pc) shavs that its

Theorem 2 Letthe expectedhumberof additional hops
after first time taking Po at the hth hop be denotedas
Cp,(h,l,N, Pc). Theexpectedhumberof routing hops
in routinga messge with randomkey D startingfroma
noderandomlychosenfromthe N nodesis

128/b—1
> prob(h,1,N, Pa) — prob(h,l,N,Py) +
h=0

prob(h,l, N, Pg) — prob(h,l, N, Pg) +

valueonly becomeshotinsignificantwhenh = logy N,
when the value k& above follows binomial distribution
b(k; N,1/2%%). In suchcasesprob_pc(k,1) > 0.997.
Thus, for non-insignificantvaluesof prob(h,l, N, P¢),
with very high probability the routing takes one extra
hopaftertaking Pc, i.e. Cp, (h,l, N, Pc) =~ 1.

A.2 Local route convergence
Theorem 3 Let C'1 and C2 be the two starting nodes

prob(h,l, N, Pc) + Cp, (h,1,N, Pc) - prob(h,1, N, Pcon a sphee of radius R from which messges with an

Proof: Thesumprob(h,l, N, P4) + prob(h,l, N, Pg) +
prob(h,l, N, P¢) is the probabilitythattheroutingtakes
the (h 4+ 1)th hop, and out of prob(h,l, N, Pg), with
probability prob(h,l, N, Pg), the routing skips future
hopsby one, andout of prob(h,l, N, P4), with proba-
bility prob(h,l, N, P),), therouting skipsthe P4 hopat
the (h + 1)th hop. If the intermediatenodeafter taking
h hopssharesadditionaldigits otherthanthe (k + 1)th
digit, the additionalskippedhopswill be accountedor
by prob(h+ 1,1, N, Py), prob(h+ 2,1, N, Py), etc. []

Lemma4 Assumethat branch Pg was taken during
the first A hops in routing a messge with key D,
brandh P is taken in the (h + 1)th hop, and there
are k nodeldssharing the first (b + 1) digits as mes-
sage D. The probability that the routing finishesin

identical,randomkey are beingrouted. Let the distance
betweenC1 and C2 be d0. Thenthe expecteddistance
thatthetwomessgeswill travelbefore their pathsmeige
is

log,p N i<

Z H (1 — prob_hop(i, d0, R))hop_dist(j, R)

7=0 =0

dist(d0, R) =

. S(hop_dist(j,R),dj,R
whee prob-hop(j, 0, R) = 52 Bl

dj = d0 + 2 - Y-F<J hop_dist(j, R) in the worst case
or dj = d0 in the average case or dj = max(0,d0 —

2. Z'K] hop_dist(j, R)) in the bestcase respectively
S(r,d, R) denotesheintersectingareaof two circlesof
radiusr centeed at two pointson a sphee of radius R

that are a distanceof d < 2r apart, and Sy, face(r, R)

denotesthe surfacearea of a circle of radiusr on a
sphee of radiusR.
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Proof. Without loss of generality we assumethe two
starting nodesare on the equatorof the sphere. The
expected distance of the first hop traveled in Pas-
try routing is hop_dist(0,R). If we drav two cir-
cles around the two starting nodes with radius of
hop_dist(0, R), the intersectingarea of the two cir-
cleswill be S(hop_dist(0,R),d, R). Thus the prob-
ability that, after the first hop, the two paths con-
vemge into the same node is prob_hop(0,d0,R) =
S(hop_dist(0, R),d0, R)/Ssur face (hop-dist(0, R), R).

If thetwo pathsdid not corverge afterthefirst hop,in
the worst case,the two messagesnove in oppositedi-
rections andthedistanceébetweerthetwo nodeseached
by the two messagess d1 = d0 + 2hop_dist(0, R); in
the bestcasedl = maz(0,d0 — 2hop_dist(0, R)); and
sincewith equalprobability the hop may move in all di-
rections,dl = d0 in theaveragecase.

Sincethe expecteddistanceof the secondhop trav-
eled in Pastry routing is hop_dist(1, R), the prob-
ability that after second hop, the two paths con-
vemge into the samenode is prob_hop(1,d0,R) =
S(hop_dist(1,R),d1, R)/Ssur face(hop_dist(1, R), R).

Theanalysisfor subsequerttopsis analogous. []
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